8 
LCN Subsystem

8.1 Overview

This section provides the necessary setup and configuration information for each LRU within the Local Communication Network Subsystem. XE "Local Communication Network Subsystem"   This section is divided into paragraphs that include the following topics for each LRU:

· Controls and Indicators

· Setup and Configuration

· Maintenance Procedures

· Testing and Operational Verification Procedures

The Maintenance Procedures section contains both preventive and corrective maintenance information, including Remove and Replace procedures.

8.2 Ethernet Switch/Cat-5 Patch Panel

At the core of the LCN Subsystem is a high-speed, fault-tolerant backbone consisting of up to four Ethernet Switches, dependent upon the site.

For maintenance purposes, each Ethernet Switch is connected to a corresponding 16-Port, Category-5/RJ-45 (Cat-5) Patch Panel installed in back of Rack 102.  By utilizing the Cat-5 Patch Panel a maintainer can quickly recover from a Switch or Port failure and have the Site operational while a spare Switch is being installed, thus having a minimal impact on Site operations.  Detailed information on the connections and use of the Cat-5 Patch Panel is located in Section 8.2.2.

Each Ethernet Switch comes standard with 24 fixed auto‑sensing, 10/100B-T ports as shown in Figure 8-1.  Each port provides an MDI-X connection that utilizes RJ‑45, Category 5 cabling.  The Switches are connected together, using the first two ports (1x and 2x) of each Switch, to produce the OASIS internal LAN.  This LAN links the VW, FDS Subsystems and the AFSS Workstations, as well as providing connections to the NT Servers and Remote Access Servers.  For non-typical site configurations, additional equipment is connected to the internal LAN, such as DUAT Servers for DUAT sites and various other Weather Routers and Hubs in the Seattle and Alaskan configurations.

	NOTE:  Do not change the LAN cable from its assigned Ethernet Switch port unless mandated by established maintenance procedures.

  See Another Document
	The 24-port Ethernet Switch is an LRU, and it does not contain any lower-level LRUs or require any field-level configuration.  If the unit is not functioning properly, remove and replace it.  For further detailed information on the Ethernet Switch refer to the Cisco, Catalyst 2900 Series XL Installation and Configuration Guide.


[image: image50.png]



Figure 8‑1.  Ethernet Switch Front View

NOTE:  The Rear Panel (Figure 8-2) contains a Redundant Power System (RPS) receptacle labeled “DC INPUT” which is not used in the OASIS configuration.
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Figure 8‑2.  Ethernet Switch Rear View

8.2.1 Controls and Indicators

The Ethernet Switch contains two sets of Front Panel LEDs.  Table 8-1 describes the System and RPS LEDs.  Table 8-2 describes the Port Status LEDs by Mode.  The Ethernet Switch does not contain a Power Switch; power is applied to the unit upon plug-in.

Table 8‑1.  Ethernet Switch Front Panel LEDs

	System LED
	System Status

	Off
	System is powered off

	Green
	System is operating normally

	Amber
	System is not functioning properly

	RPS LED
	RPS Status

	Off
	Off or not installed

	Green
	RPS operational

	Flashing Green
	The RPS and AC power are both receiving power.  Only one power source at a time can be used.

	Amber
	RPS is connected but not functioning properly.


Each port on the Ethernet Switch has a corresponding Status LED.  The Status LED provides information on the following four categories, depending on the mode:

· STAT - Port Status (This is the default mode).

· UTL - The current bandwidth (utilization) being used by the switch (not port specific).

· FDUP/DUPLX - Port Duplex Mode.

· 100/SPEED - Port Operating Speed.

NOTE:  Depending upon configuration requirements some models may vary it their labeling.  Any changes in operational characteristics are noted where appropriate.

The MODE switch, shown in Figure 8-3, is used to rotate through the four modes.
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Figure 8‑3.  Changing the Port Mode

Table 8‑2.  Port Status LEDs (by Mode)

	STAT LED Color
	Status Mode Description

	Off
	No link.

	Green
	Link present.

	Flashing Green
	Activity;  Port is transmitting or receiving data.

	Alternating Green & Amber
	Link fault.  Error frames can affect connectivity, and errors such as excessive collisions, CRC errors, and alignment and jabber errors are monitored.

	Amber
	Port is not forwarding.  Port was disabled by management or an address violation, or blocked by spanning-Tree protocol.

	UTL LED Color
	Utilization Mode Description

	All Port LEDs  are Amber
	The switch is using 50% or more of its total bandwidth (utilization) capacity.

	Right-most LED is Off
	The switch is using less than 50% of its total bandwidth.

	LED to the left of the right-most LED is Off
	The switch is using less than 25% of its total bandwidth.

	Next LED to the left is Off
	The switch is using less than 12.5% of its total bandwidth.  If subsequent LEDs are off, this indicates a further reduction in switch utilization.

	FDUP/DUPLX LED Color 
	Duplex Mode Description

	Off
	Port is operating at half duplex.

	Green
	Port is operating at full duplex.

	100/SPEED LED Color
	Speed Mode Description

	Off
	Port is operating at 10 Mbps.

	Green
	Port is operating at 100 Mbps.


8.2.2 Setup/Configuration

The Ethernet Switch comes configured and does not require any field-level configuration.  When removing and replacing an Ethernet Switch, the unit is considered Plug and Play.  However, the following setup and configuration information is supplied here for fault isolation XE "Fault Isolation"  purposes.  

Switch-to-Switch Port Configuration (Ports 1 & 2)

	LED
	Status
	Configuration

	STAT
	Green/Flashing
	Link Present/Activity (except the last switch Port 1 will display amber indicating not forwarding)

	FDUP
	Green
	Operating at full duplex

	100
	Green
	Operating at 100 Mbps


Workstation/Server Port Configuration (FDS, VWS, NT, DUAT)

	LED
	Status
	Configuration

	STAT
	Green/Flashing
	Link Present/Activity

	FDUP
	Green
	Operating at full duplex

	100
	Green
	Operating at 100 Mbps


Printer/RAS Server Port Configuration

	LED
	Status
	Configuration

	STAT
	Green/Flashing
	Link Present/Activity

	FDUP
	Off
	Operating at half duplex

	100
	Off
	Operating at 10 Mbps


IP Addresses

The four Ethernet Switches of the OASIS LCN use a common IP addressing scheme from site to site, where the first 3 fields represent an IP Address XE "IP Address"  corresponding to the Site ID and the last field uses a 21,22,23 or 24 to designate the specific Ethernet Switch as follows:

· Switch #1 - xxx.xxx.xx.21 where the x’s represent the Site ID.

· Switch #2 - xxx.xxx.xx.22 where the x’s represent the Site ID.

· Switch #3 - xxx.xxx.xx.23 where the x’s represent the Site ID.

· Switch #4 - xxx.xxx.xx.24 where the x’s represent the Site ID.

8.2.2.1 To verify connectivity to an Ethernet Switch

1.
At the Maintenance Position, use the Start button and <Select> Start>Programs>Accessories>Command Prompt to open a DOS Window.

2.
At the prompt, <Type> ping(xxx.xxx.xx.21 through 24 where the x’s represent the IP Address for the Ethernet Switch under test.  Appendix A provides the IP addresses for all the network devices. 


If the Ethernet Port and the connection to the Backup NT Server are operational, the system should respond with the correct IP Address and the number of bytes transferred. 


If the system responds with a “timeout” message, recheck the IP address and the network connections. 

3.
To test all the Ethernet Switches, <Type> ping(xxx.xxx.xx. 21 through 24 where the x’s represent the IP Address for each Ethernet Switch under test.  Appendix A provides the IP addresses for all the network devices. 

4.
When finished,,  <Type> exit at the prompt to return to the Windows Desktop.

Cabling

As is typical for network wiring:

· Use a straight-through Cat/5 cable to connect communication devices, such as the Ethernet Switch, to computer devices such as PCs, Workstations or Servers.  

· Use a crossover Cat/5 cable to connect communication devices such as the Ethernet Switch to other communication equipment such as Routers, Switches and Hubs.  

NOTE:  When connecting two ports, use straight-through Cat/5 cables when one of the ports is designated with an X.  Use crossover Cat/5 cables when both ports and neither port are designated with an X.

Switch Port Connections

	  See Another Document
	The number of Ethernet Switches and their associated connection information will vary from site to site.  Sites will typically have three or four Ethernet Switches, which are connected together with red wires, using the first two ports (1x and 2x) of each Switch, to produce the OASIS LCN.  As shown in Figure 8-4, Port 1x of each Switch always connects to Port 2x of the next Switch until the last one is reached (Switch #3 or #4), then Port 1x will wrap back to Port 2x of the first Switch.  The remaining wires, which are typically blue, are used to connect components to the LCN.  Due to the differences in the number of Switches at each site, refer to the Site Drawing Package for your location for the site-specific connection information.
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Figure 8‑4‑Typical Connection Diagram

Cat-5 Patch Panel Connections

For maintenance purposes, each Ethernet Switch is connected to a corresponding 16-port, Cat-5 Patch Panel installed in back of Rack 102.  Due to the Ethernet Switches being 24 Port units and the Patch Panels being 16 Port units, there is always 2 additional Cat-5 Patch Panel at each site which handles all the Switch expansion ports.  Consequently, if a site contains three Ethernet Switches, it will have five Cat‑5 Patch Panels and if a site contains four Ethernet Switches, it will have six Cat‑5 Patch Panels.  The extra Cat-5 Patch Panels are always positioned as the bottom-most units and are dedicated to handling the extra Ethernet ports.  Figure 8-5 illustrates an example of the Cat-5 Patch Panel connections for a three Switch system.  The first 16 ports of the top Ethernet Switch always corresponds directly to the 16 ports of the top-most Cat-5 Patch Panel, and the second Switch to the second Patch Panel, and so on.

By utilizing the Patch Panel a maintainer can quickly jumper out a faulty Ethernet Switch or a single Ethernet Port using spare Ports from the remaining “operational” Ethernet Switches.  This enables fast recovery from a Switch or port failure and gets the Site operational while a spare Switch is being located and installed.
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Figure 8‑5.  Cat-5 Patch Panel Connections

8.2.2.2 To Temporarily Jumper-Out a Faulty Ethernet Switch or Port

To temporarily jumper-out a faulty Ethernet Switch or port, use the spare ports of a Patch Panel that corresponds to an operational Ethernet Switch, per the Site Drawing Package.

1.
Fault isolate to the faulty Ethernet Switch or port.

2.
Use the OASIS Site Drawing Package for your location to identify the spare ports of the Cat-5 Patch Panel.

3.
Open the rear of the rack and remove the network cables from Patch Panel corresponding to the faulty Switch or port.  Example:  If Switch A1 is bad, remove all network cables from Patch Panel A10.

4.
Temporarily connect the (disconnected) network cable(s) to the Spare Ports of a Patch Panel corresponding to an operational Ethernet Switch.  Example:  If Switch A1 is bad, then temporarily connect the previously disconnected network cables to the spare (empty) ports of Patch Panel A11 (which corresponds Switch A2).

5.
Once the faulty Switch or port is jumpered-out remove and replace the unit.

6.
Return the cabling to the original configuration per the OASIS Site Drawing Package.

8.2.3 Maintenance Procedures

The Ethernet Switch comes configured and does not require any field-level maintenance or configuration.  When removing and replacing an Ethernet Switch the unit is considered “Plug and Play”.

	Remove and Replace Procedures

  See Another Document
	For the interconnect information on LRUs, refer to the OASIS Site Drawing Package for your location.


8.2.3.1 To remove and replace a Ethernet Switch
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WARNING:  The Ethernet Switches do not contain a Power on/off Switch.  Power must be removed by unplugging the power cord from the rear of the unit or by unplugging it from the power strip.  In any case, extreme caution should be taken when performing this operation, because 110 VAC is present within the rack.
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WARNING:  The Ethernet Switches are near the rack fan, located in the top of the rack.  Extreme caution should be taken, if the person removing the Ethernet Switch has long hair, as the hair could be drawn into the fan.

To remove an Ethernet Switch, perform the following procedure:

1.
At the front of the rack, remove the two access covers, both above and below, the faulty Ethernet Switch.

2.
At the front of the rack, tag and disconnect all cables from the front panel of the faulty Ethernet Switch.

3.
At the rear of the rack, locate the patch panel directly behind the faulty Ethernet Switch.  Loosen the right side hardware that connects the patch panels to the cabinet, so there is easy access to the rear of the faulty Switch.

NOTE:  When removing the Switch through the front of the rack, ensure that the red wires can be moved aside enough to clear the Ethernet Switch.

4.
Remove the mounting screws and carefully slide the Ethernet Switch out from the front of the rack

To replace an Ethernet Switch, perform the following procedure:

1.
Install the rack mount brackets to the sides of the replacement Switch, if not already installed. 

2.
Position the replacement Switch to be installed and connect the three rear panel cables to the back of the Switch per the Site Drawing Package.

3.
Carefully slide the replacement Switch into the rack.

	  See Another Document
	4.
At the front of the rack, secure the unit to the rack using the mounting screws and connect the Ethernet Switch per the Site Drawing Package.


5.
Re-install the patch panel by tightening the two thumbscrews to the rear of the rack

6.
Allow the Power On Self-Test to complete, and then ensure that there are no amber lights lit on the Ethernet Switch (with the exception of Port 1 of the last Switch, which is normally amber). 

8.2.4 Testing/Verification

Operational Verification

Under normal operating conditions the Ethernet Switch should have the System LED lit green, and in STAT mode (the default), all Port Status LEDs should be lit green (indicating a link) for each port that is connected to an active device, except for Port‑1 of the last switch which will be lit amber indicating not forwarding.

 XE "Fault Isolation" Fault Isolation Checklist

· Use the Front Panel indicators in conjunction with the Mode Switch to ensure that all ports are running in the full duplex/100 Mbps configuration, with the exception of the RAS Servers and the Printers, which run at half duplex/10 Mbps.

· To verify to operation of a single port, use the Maintenance Position to ping the equipment connected to the suspect port.  If a single port is faulty move the cable/equipment to a spare port until the Ethernet Switch can be replaced.

· If a port is suspect, temporarily swap the cable with that of an operational WS or Server, to fault isolate between the port and the cable/equipment.

· If the entire Ethernet Switch is suspect, use the power plug to power-off the unit and run the Power On Self Tests (POST).  If the POST fails remove and replace the unit.

Testing Procedures

8.2.4.1 Power On Self-Test (POST)

Each time the Ethernet Switch is powered up, it runs a Power On Self-Test (POST) to ensure that the unit is functioning properly.  
If a test fails the Port Status LED associated with that LED turns amber, and the System LED also turns amber.  

POST failures typically indicate an internal problem and are almost always fatal.  If the POST test fails the unit should be replaced.

8.2.4.2 To ping the Ethernet Switches from the Backup NT Server

	  See Another Document
	To verify the operation of individual ports and the associated cabling, the device connected to that port must be “pinged”.  Use the Backup NT Server in conjunction with the Interconnect Diagram within the Site Drawing Package to verify the operation of the Ethernet Switch, its cables and connections.


1.
At the Maintenance Position, use the Start button and <Select> Start>Programs>Accessories>Command Prompt to open a DOS Window.

2.
At the prompt, <Type> ping(xxx.xxx.xx.21 through 24 where the x’s represent the Site IP Address XE "IP Address"  and the 21 – 24 represent the specific IP Address for the Ethernet Switch under test.  Appendix A provides the IP addresses for all the network devices.


If the Ethernet Port and the connection to the Backup NT Server are operational, the system should respond with the correct IP Address and the number of bytes transferred.


If the system responds with a “timeout” message, recheck the IP address and the network connections.

3.
To test all the Ethernet Switches, <Type> ping(xxx.xxx.xx.21 through 24 where the x’s represent the Site Address and the 21 – 24 represent the specific IP Address for each Ethernet Switch under test.  Appendix A provides the IP addresses for all the network devices.

4.
<Click> the X to close the DOS window and return to the Windows Desktop.

8.2.4.3 To ping Network Devices from the Backup NT Server

1.
At the Maintenance Position (Backup NT Server NT-2), use the Start button and <Select> Start>Programs>Accessories>Command Prompt to open a DOS Window.

	  See Another Document
	2.
At the prompt, <Type> ping(xxx.xxx.xx.xx where the x’s represents the IP Address of each network device to be tested.  Appendix A provides the IP addresses for all the network devices.  The Interconnect Diagram within the Site Drawing Package illustrates the devices connected to each Ethernet Switch.



If the Ethernet Port and the connection to the device under test are operational. the system should respond with the correct IP Address and the number of bytes transferred 


If the system responds with a “timeout” message, recheck the device’s IP address and the network connections.

3.
<Click> the X to close the DOS window and  return to the Windows Desktop.

8.3 NT Server Assembly

The NT Servers provide two major functions for the OASIS system.  The primary function of the NT Servers is to act as the Windows NT domain controller for the AFSS Workstations.  The NT Servers load-balance the logins and IP allocation between the two servers.  The NT Server’s secondary task is to provide the external interface to NADIN II.

The NT Server uses a PC running Windows with a Hard Drive, a CD ROM Drive, and an X.25 Router Card.  The NT Server running through the internal LAN provides the Windows NT domain controller for the AFSS Workstations.  The X.25 Router Card resides within the NT Server and provides an external interface to NADIN II.  The X.25 Router Card is connected to a Government Furnished Item (GFI) LINCS Switch, which provides a 56-Kbps line to the NADIN II.  It is through the NADIN Network that the OASIS systems are connected together, nation-wide.  The NT Server is an assembly that consists of the following lower-level LRUs:

· PC, w/2000 Server Operating System 
· 19 inch, Flat Panel Monitor (refer to vendor documentation)

· Keyboard

· Mouse

· Flash Card Reader
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Figure 8‑6.  SanDisk Flash Card Reader
The NT Server runs the following software applications.  Refer to Section 2.4 (Local Communication Network Subsystem) for a description of each listed software item.

· Message Router (OWLG)

· WIND Download Server

· WIND Download Client

· Download Software Client

· Training Manager Software

· WINGS

· WIND

· OARR

· FIRE

· GPS/RAIM

· EICON Services

· 3Com Total Control Manager (Seattle and DTC only)

· 
· eXceed 

· Anti-virus

· DebugView

· 
The Message Router (also called the OWLG) software is an NDI application, developed by Harris to route flight plan transactions, A/N weather, and aeronautical data between the local OASIS site and other NAS and non-NAS sites using 
NADIN II.  Download Client, Download Server are used to receive and disseminate WX graphics data through the NT Server when a site is in the weather backup mode, while the WIND application allows the selection of weather products to be disseminated.  The Training Manager software is an NDI component that initiates and terminates the capture and replay of weather data, builds flight and weather messages, transmits messages to the Flight Data Server XE "Flight Data Server"  interactively and transmits scripts of messages.  The EICON X.25 is an application programming interface software package that provides low-level X.25 communication services to the Message Router application. Windows 2000 Server OS is a COTS operating system developed by Microsoft, used to provide the following services:

· File system access

· Network communications services

· Processor time management

· Memory management

· Centralized access control (userid & password) management

Another major function of the NT Server is performing backup operations for flight plan information.  Flight Plan Information requires a periodic backup in the case of a major OASIS or AFSS failure.  In this event, the backup media is used as a source for flight plan data that existed prior to the failure.  The backup media selected to perform the backup functions is the Microtech Cameramate card reader and a 256 MB Flash Card.

A backup of the Flight Plan Information should be considered when a flight plan is:

· Added to the proposed list

· Proposed to be amended or is amended on the proposed list

· Deleted from the proposed list

· Added and/or deleted to/from the suspense list

· Added or deleted to/from the inbound list

Additional backups should occur when messages are added or deleted from the SAR list.

The following guidelines are applicable when backing up Flight Plan Information:

· Backed up flight plan information should be retained for a minimum of 15 days 

· Data should be stored in text format 

· Backup operations should occur on a daily basis from midnight to midnight ZULU

· All logged entries must be time stamped with the time in UTC  

· All flight plan fields must be logged, including those fields that are inserted automatically by the system

· Any detectable failure will be recorded in the Event Log

The LCN subsystem utilizes either a Dell Optiplex GX400 PC, a Dell Precision 340 PC, or a Dell Precision 360 PC as the NT Server, depending on the requirements in force at the time of installation.  A 19-inch Flat Panel Monitor is also supplied.  Detailed information on these PCs is provided in Appendix B. 
8.3.1 Controls and Indicators

Information relative to the controls and indicators for the for the NT Servers can be located in Appendix B as listed below.  

Table 8‑3.  LCN PC Appendices Identification
	LCN PC
	Appendix

	Dell Optiplex GX400
	Appendix  B.3

	Dell Precision 340
	Appendix  B.4

	Dell Precision 360
	Appendix  B.5


8.3.2 NT Server Setup/Configuration

The NT Server comes partially configured and requires additional field-level configuration.  See "Configuring NT Server 1 or NT Server2".

Also, during the life of a Monitor, it may be necessary to adjust the display to individual preference.
IP Addresses

The IP Address scheme is supplied here for troubleshooting purposes.  The OASIS LRUs use a common IP addressing scheme from site to site, where the first 3 fields represent an IP Address XE "IP Address"  corresponding to the Site ID and the last field represents the OASIS device as shown in Table 8-3.

Table 8‑4.  NT Server IP Address

	Device
	IP Address

	NT Server 1
	xxx.xxx.xxx.29

	NT Server 2
	xxx.xxx.xxx.30


The IP Address of an NT Server can be checked using the ipconfig command from the DOS Command Prompt as follows:

8.3.2.1 To check the IP Address of an NT Server

1.
<Login> to the NT Server.

2.
Using the Start button, <Select> Start>Programs> Accessories>Command Prompt to open a DOS Window.

3.
At the prompt, <Type> ipconfig.  The system should reply with the following information:

· IP Address

· Subnet Mask

· Default Gateway.

8.3.2.2 To change the NT Server's Password
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	CAUTION:  The password must always be changed on NT Server 1.


The NT Server password expires every 90 days.  In most cases, the password will only need to be changed when performing some type of maintenance activity or a 56-day update on the server.  

If prompted to change the password at reboot or login, do not logon to NT Server 2.  Instead, go to NT Server 1, change the password on NT Server 1, and then synchronize the domain from NT Server 1.  

If already logged on to NT Server 2, always log off NT Server 2 before changing the password on NT Server 1.


To change the NT Server’s password proceed as follows:

1.
Using the Start menu, log off and shut down NT Server 2.

2.
Logon to NT Server 1.

3.
 <Press> the Ctrl + Alt + Delete keys simultaneously to display the Windows Security dialog box.

4.
 <Click> Change Password.
5.
Enter the old Password in the Old Password field.

6.
<Enter> the new Password in the Password and Confirm Password fields.  

7.
<Click> OK to accept the new password and return to the Windows desktop. 
8.
Start NT Server 2 and Logon with the new password.
8.3.3 Maintenance Procedures

The NT Server and associated LRUs come configured and do not require any field-level configuration.  When removing and replacing an NT Server, Monitor, Keyboard, Mouse or X.25 Router Card the units are considered “Plug and Play”.

NT Server Shutdown and Startup Procedures

When shutting down an NT Server, it is preferred that the user performs a Graceful Shutdown of the software using the Start menu.

CAUTION:  For the NADIN II Interface to operate, the OWLG software must be running on the primary NT Server.  The OWLG dialog box may be opened on the Windows Desktop or minimized to the Task Bar.  Closing the OWLG dialog box or logging off the primary NT Server will stop the OWLG software and will kill the OASIS interface to NADIN II for the entire AFSS.

8.3.3.1 To perform a graceful shutdown of an NT Server

CAUTION:  When shutting down either NT Server some domain users may experience a loss of WINGS service.  All active users within the NT Domain should be warned using the “Sending a Global Message” procedure within Section 3.  Also when shutting down the Backup NT Server the capability for Weather Backup Mode is lost.

NOTE:  Connectivity between NADIN II and the OASIS NT Servers is via a two position A/B Switch.  When the switch is placed in position (A) NT Server 1 is interfaced to NADIN II, when the switch is placed in position (B) NT Server 2 is interfaced to NADIN II.

1.
Verify that the A/B Switch is set in the correct position.  If NT Server 1 is being shutdown the switch should be set to position (B).  If NT Server 2 is being shutdown the switch should be set to position (A).

2.
At the NT Server, close all active software applications, such as the OWLG and DnldSvrNT, and get to the Windows Desktop.

3.
<Click> the Start button and <Select> Shutdown to display the Shut Down Windows dialog box.

4.
Within the Shut Down Windows dialog box, scroll down and <Select> Shutdown and <Click> OK.
5.
Windows will shut down and the NT Server will automatically power off.
8.3.3.2 





8.3.3.3 To power-up the NT Server

1.
At the NT Server, if the Monitor is not powered-on, <Press> the Power button on the Front Panel of the NT Monitor and ensure that the power indicator is lit.

2.
 <Press> the Power button on the Front Panel of the Server.  The Power indicator will light and the computer will begin the boot process.

3.
When “Welcome to Windows” appears, <Press> the Ctrl + Alt + Delete keys to log on.  The Workstation will display the “Log On to Windows” dialog box.

4.
 <Type> a valid Username and Password within the appropriate text boxes and <Click> the OK button to log on.  The NT Server will continue the Logon process.
5.
An FAA warning box appears.  <Click> OK to acknowledge.  

6.
Upon the completion of the logon process the Windows Desktop is displayed indicating that the startup and logon was successful.  Verify that “OWLG” and “DnldSvrNT” are displayed on the Task Bar.

Remove and Replace Procedures

	  See Another Document
	For the interconnect information on LRUs, use the OASIS Site Drawing Package for your location.


8.3.3.4 To remove and replace the NT Server PC

CAUTION:  When shutting down either NT Server some domain users may experience a loss of WINGS service.  All active users within the NT Domain should be warned using the “Sending a Global Message” procedure within Section 3.  Also when shutting down the Backup NT Server the capability for Weather Backup Mode is lost.




To remove NT Server PC, perform the following procedure:

1.
Perform a Graceful Shutdown of the NT Server.

2.
Power down the PC and Monitor at the front of the unit.

3.
Starting with the power cable, tag and disconnect all cables from the Rear Panel of the PC.

4.
Remove the faulty NT Server.

To replace the NT Server PC, perform the following procedure:

	1.
Install the new server.
  See Another Document
	2.
Starting with the power cable, connect the NT Server per the Site Drawing Package and remove tags from cables.


3.
Perform the "To Configure NT Server 1 and NT Server 2" procedure.

NOTE:  Booting or rebooting an NT Server could take up to 5 minutes.

8.3.3.5 To Configure NT Server 1 or NT Server 2

1.
Power on the replacement NT Server and <Press> F8 just after the Dell boot screen.

2.
<Scroll> to Directory Services Restore Mode (Windows 2000 Domain Controllers only) and <Press> Enter.

3.
<Press> Enter to start operating system.
4.
When the Logon window appears, <Type> the special Username and Password that will be provided by Harris.
5.
When prompted for the Network Password, <Type> lanadmin and the lanadmin Password.

6.
<Click> OK on Desktop dialog box

7.
<Click> Start>Programs>Accessories>System Tools>Backup
8.
<Click> Restore Wizard
9.
<Click> Next
10.
At the What to Restore dialog box: <Click> Import File
11.
For Catalog Backup File:


If restoring NT1: <Type> R:\NT1DailySystemState.bkf and <Click> OK

If restoring NT2: <Type> R:\NT2DailySystemState.bkf and <Click> OK
12.
<Double-Click> Media Created...  under the name column in the right hand window.
13.
At the Backup File Name dialog box, verify the path is still the same and <Click> OK.
14.
Wait a few seconds for the Operation Status window to disappear.  It should now say "System State" in the volume column.   <Click> the box to the left of "System State"to place a check in the box.
15.
<Click> Next
16.
<Click> the Advanced button

17.
Verify "Original Location" is selected and <Click> Next at the Where to restore dialog.
18.
<Select> Always replace the file on disk for How to restore and <Click> Next
19.
Do not make any selections for Advanced Restore Options.  <Click> Next.
20.
<Click> Finish
21.
<Click> OK for Enter Backup Filename dialog and Wait while the restore proceeds.

22.
When the restore is complete, <Click> Close.
23.
<Click> Yes to restart the computer.
24.
When the logon prompt returns, if "Logon To:" is blank, <Select> OASIS from the dropdown menu.
25.
Logon as lanadmin with the normal site password.  When logging on, you may receive 2 default printer errors.  If this occurs, log off and log back on.
On the replacement NT Server:

26.
<Click> Start>Programs>OASIS>Download SW Client
27.
Under Versions On Server, <Click> the + (plus sign) to expand tmgr (if not already expanded)

28.
<Select> the highest version number for tmgr and <Click> Download
29.
Repeat steps 26 through 28 for wings, wind, oarr, fire, 56day, and owlg

30.
Shutdown all applications running on the server except for Download SW Client

Install OASIS Software: (Install regardless of the Versions installed on Local Machine Window)

31.
Under Versions Downloaded on Local Machine, <Click> the + (plus sign) to expand 56day (if not already expanded). 

32.
<Select> the latest version of 56day and <Click> install
33.
Follow the installation wizard, accepting default values if prompted 
34.
If asked to restart, <Select> "No, I will restart my computer later"
35.
<Click> Start>Programs>OASIS>Download SW Client
36.
Repeat steps 31 through 35 for fire, oarr, owlg, tmgr, wind, and wings.

Set NT Server to distribute:

37.
Under Versions Downloaded on Local Machine, <Select> the latest version of 56day and <Click> Distribute.
38.
Repeat the previous step for tmgr, wind and wings.
39.
Close Download Software Client.
40.
Restart the computer.
41.
Logon as lanadmin
42.
Switch the A/B switch back to A (if needed)
NOTE:  If the Backup NT Server is being replaced, it will be necessary for the appropriate AT Supervisor (using the WIND software) to reselect the subset of Weather Graphic Products to be downloaded onto the NT-2 hard drive when in Weather Backup Mode.
8.3.3.6 To remove and replace a Keyboard or Mouse

To remove a Keyboard or Mouse, perform the following procedure:

1.
Perform a Graceful Shutdown of the NT Server.

2.
Power down the Server at the front of the unit.

3.
At the Rear Panel of the Server disconnect the unit to be replaced (Keyboard or Mouse) from the PC.

4.
Remove the Keyboard or Mouse from its tabletop location.

	To replace a Keyboard or Mouse, perform the following procedure:

  See Another Document
	1.
Place the replacement Keyboard or Mouse onto its tabletop location and reconnect the item per the Site Drawing Package.


2.
Power up the Server on the front of the unit.

NOTE:  Booting or rebooting an NT Server could take up to 5 minutes.

3.
Login to windows to utilize the Windows environment to ensure that the Server is operating properly.

8.3.3.7 To remove and replace a Monitor

To remove a Monitor, perform the following procedure:

1.
Perform a Graceful Shutdown of the NT Server.

2.
Power down the Server and Monitor at the front of the unit.

3.
Disconnect the Power Cable from the rear of the Monitor.

4.
Disconnect the Monitor Cable from the Rear Panel of the Server.

[image: image10.wmf]WARNING


WARNING:  The NT Server Monitor unit weighs approximately 12 lbs.

5.
Remove the Monitor from its location.

To replace a Monitor, perform the following procedure:

1.
Place the replacement Monitor onto its location.

	  See Another Document
	2.
Reconnect the Power and Monitor cables per the Site Drawing Package.


3.
Power up the Server and Monitor on the front of the unit.

NOTE:  Booting or rebooting an NT Server could take up to 5 minutes.

4.
At the NT Server, Log-in and ensure that the Monitor is operating properly, and use the Operational Verification procedure to check the NT domain.
8.3.3.8 To Remove and Replace the Flash Card Reader



1.
Remove the flash card reader’s USB connector from the computer’s  USB port
2.
Insert the USB connector attached to the new Flash Card Reader into the USB port on the PC.  The green indicator on the Flash Card Reader should light.
8.3.3.9 Inserting and Removing the Flash Card Media

The Flash Card Reader is accompanied with a 256 MB flash card.  The flash card should be handled carefully.  When inserting the card, do not use force and ensure that the card connector’s are facing inward and that the card is not upside down.  

Perform the steps below to properly insert the flash card into the reader.

1.
Position the flash card with the top of the manufacturer’s label facing upward and the positioning arrow (located on the label) facing toward the reader’s media slot.

2.
Slide the card into the reader by gently pushing the card into the reader slot until the card is fully inserted.  The card will slide in on the molded rails and a slight amount of resistance will be felt as the connectors make contact.

3.
To remove the flash card, grasp the card’s edge with the thumb and forefinger and gently withdraw the card from the reader by pulling the card straight out.

8.3.4 Testing/Verification

NOTE:  For the NADIN II Interface to operate, the OWLG software must be running on the primary NT Server.  The OWLG dialog box may be opened on the Windows Desktop or minimized to the Task Bar.  Closing the OWLG dialog box or logging off of the primary NT Server will stop the OWLG software and will kill the OASIS interface to NADIN II for the entire AFSS.

Operational Verification

To verify that the NT domain is 100% operational, both Server names must appear within the Net View list and the AFSSWSs must be capable of displaying the Windows desktop.  Only the primary NT Server must be checked to verify that the NADIN II Interface is operational.

If specialists at an AFSSWS are able to receive up-to-date Notices to Airmen (NOTAMs) or Pilot Reports (PIREPs), or if General Facility messages can be sent, the NADIN II interface is considered operational.  This test can be run from an AFSSWS or the Backup NT Server. The default is the Backup NT Server, also called the Maintenance Position.

To verify that the NT Servers are not running in a degraded state, check the log tool running on the Primary Flight Data Server XE "Flight Data Server"  and ensure that Gateway 1 is WAN UP (NT-1 is operating as the NADIN Gateway).  Table 8-4 identifies the DOS commands used in this section.

Table 8‑5.  DOS commands

	DOS Command
	Definition

	net view
	Provides a list all of active servers in the NT Domain

	ipconfig
	Provides the IP address of the PC or NT Server.  Used to determine the Site IP Address (1st three octets)

	ping
	Used to verify connections to the network

	net send * “message”
	Sends a message to all workstations in the NT Domain


8.3.4.1 To verify that the NT Domain is operational

The NT Domain is considered operational when it is running (displays both NT Servers during a net view command), the shared resources (CPTR, MPRINTER, NETLOGON, and OASIS) are available to both Servers and the AFSS Workstations have Windows available (Windows Desktop is displayed upon login).

1.
Using the Start button, <Select> Start>Programs> Accessories>Command Prompt to open a DOS window.

2.
At the prompt, <Type> net(view to list all the active Servers within the NT domain.  At a minimum, The Server should display:

“\\NTSVR1”

“\\NTSVR2”

3.
At the prompt, <Type> net(view(\\ntsvr1 to list all the file shares and printer shares on the queried Server.  NT-1 should respond with the list of file shares and printer shares as follows:

“CPTR4550
Print”

“CPTR4600
Print”

“MPRINTER
Print”
"MPTR2300
Print"
“NETLOGON
Disk”

 “OASIS
Disk”
"SYSVOL
Disk"
4.
At the prompt, <Type> net(view(\\ntsvr2 to list all the file shares and printer shares on the queried Server.  NT-2 should respond with the following list of file shares and printer shares:

“CPTR4550
Print”

“CPTR4600
Print”

“MPRINTER
Print”

"MPTR2300
Print"

“NETLOGON
Disk”

“OASIS

Disk”
"SYSVOL
Disk"
“TMGR
Disk”

5.
<Click> the X to close the DOS window and return to the Windows Desktop.

6.
To verify that the NT domain is operational, go to an AFSSWS and login to Windows.  If the AFSSWS boots and displays the Windows Desktop, the NT domain is operational.

8.3.4.2 Flight Information Recorder (FIRE) 
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The Flight Information Recorder (FIRE) application runs on the NT servers and automatically writes backup flight plan data to the flash card readers connected to NT Server 1 and NT Server 2 without operator intervention.  The FIRE application is indicated by a fire hydrant icon positioned within the Windows System Tray, adjacent to, or near the time display.  The Windows System Tray is located in the lower right corner of the windows desktop.
15 days worth of data is collected.  Any data over 15 days old will be automatically overwritten
Although operator intervention is not necessary it is advisable to check the status of the FIRE application periodically to ensure the application is running.  To verify the operation of FIRE, glance at the system tray and confirm the Fire Hydrant icon is present and not crossed out.

The status of the FIRE application can also be checked through the WINGS application.  After loging on to WINGS, <Select> Status>Interface Status List from the menu bar at the top of the window.  The Interface Status List contains a detailed listing of each interface currently active on the system.  FIRE on NT-1 and FIRE on NT-2 are listed and their status should be “Up”. 

If the Fire Hydrant icon in the system tray is crossed, and/or the status on the Interface Status List indicates that the FIRE application is not running, the application should be restarted as quickly as possible
To Restart the FIRE application

1. On the NT Server, select Start>Programs>Startup>FIRE to start the FIRE software and display the FIRE icon in the system tray.
To Stop the FIRE application

1.
On the NT Server, <Right-Click> the FIRE icon in the System Tray.

2.
<Select> Shutdown and <Click> Yes to acknowledge the warning message
8.3.4.3 To verify that FIRE is operational

1.
Verify that the fire hydrant icon in the system tray is red.

2.
Verify the status of the FIRE interface on the Interface Status List.

a.
From the menu bar of the WINGS application, <Click> Status>Interface Status List.
b.
<Select> FIRE NT1 and/or FIRE NT2 from the scroll list.  The status of the interface will be displayed in the text area below the list. 

3.
Verify that the fpbackup process is running on the FDS 1.


a.
Use the “Accessing an FDS” procedure, to open a window on the Backup NT Server and access FDS-1.

b.
At the “fds1xxx” prompt, <Type> ps(-usrm and <Press> the Enter key to view the list of software processes running on the FDS.  The "fpbackup" process should appear in the list.
8.3.4.4 To send a “test” General Facility Message

Verify the NADIN II Interface by sending a test General Facility Message and watching the message leave the Suspense List, which indicates that the message was transferred to the OASIS WAN.

1.
At the Backup NT Server, <Double-click> the WINGS icon to start the WINGS application, and <Login> using the appropriate Username and Password.

2.
Within the WINGS application, <Click> the Lists pull-down menu and <Select> Suspense to display the Suspense List dialog box.

3.
Open a second dialog box within WINGS by <Clicking> the Transmit Data pull-down menu and <Selecting> General Facility Message to display the General Facility Message dialog box.

4.
Within the General Facility Message dialog box, <Click> in the Facility Addresses field and <Enter> *xxx where xxx is a valid Site ID of a operational AFSS.  Example:  “*sea” (for the Seattle AFSS).

5.
<Click> within the General Facility Message field and <Type> an explanatory text message such as ”xxx NADIN II Maintenance Test” (where xxx is your AFSS Site ID).

6.
<Click> within the Transmit Time field and <Enter> a transmit time of approximately one minute ahead of the system clock located on the right side WINGS Status Bar.

7.
When the time is set one minute into the future, <Click> the Transmit button on the General Facility Message dialog box and <Click> OK within the WINGS message box to confirm the action.

8.
View the Suspense List to ensure that the General Facility Message appears on the Suspense List until the preset transmit time.  At the preset transmit time the General Facility Message should be automatically be removed from Suspense List, indicating that the General Facility Message was successfully transmitted to the OASIS WAN.

8.3.4.5 To access an FDS (1 or 2) from the Backup NT Server (NT-2)

1.
At the Maintenance Patch Panel; connect the backup NT Server (NT-2) to FDS-1 or FDS-2.

2.
At the Windows Desktop on NT Server-2, <Double-click> the HyperTerminal icon.

3.
<Double-click> the Flight Data Server.ht icon to access the HyperTerminal XE "HyperTerminal"  window.

4.
Within HyperTerminal window, <Press> the Enter key to display the “Console Login:” prompt.

5.
At the prompt, <Type> the appropriate Username and Password to login to the FDS.  The FDS should respond with the “fdsNxxx” prompt (where ”N” is equal to the server number and “xxx” is equal to the Site ID).

8.3.4.6 To verify that NT-1 is the NADIN Gateway

To verify that the NT Servers are not running in a degraded state, check the OWLG running on the Primary Flight Data Server XE "Flight Data Server"  and ensure that Gateway 1 is WAN UP (NT-1 is operating as the NADIN Gateway).  This procedure is used when FDS-1 is operating as the primary Flight Data Server.

This procedure contains the following two actions:

· To verify that the OWLG software is started on the primary NT Server.

· To verify that the primary FDS is communicating with the OWLG software (also called the Message Router) running on the primary NT Server, and that an X.25 connection has been established with the OASIS WAN.

This procedure assumes that FDS-1 is operating as the primary Flight Data Server. XE "Flight Data Server" \r "D2HBFlight_Data_35"  

1.
At the primary NT Server (NT Server 1), perform a visual check to verify that the OWLG software is started.  On the Windows Desktop, ensure that the OWLG window is either open or minimized on the Taskbar. 

2.
If the OWLG window is minimized <Click> the OWLG window on the Taskbar to open.

3.
Verify that “Overall WAN Status” displays the word UP (Figure 8-7).
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Figure 8‑7.  OWLG Status Window

4.
After verifying that the OWLG software is started the user can again minimize the OWLG window.

CAUTION:  Never log off from the NT Servers.  One of the functions of the NT Servers is to support the NADIN II interface.  If the NT Servers are logged off, NADIN II messaging will be inoperable for the AFSSWS users.

 XE "Fault Isolation" Fault Isolation Checklist

The NT Servers load-balance the logins and IP allocations between the two Servers.  In the event of a problem with one of the two NT Servers, the WIND and WINGS users should continue to operate normally.  However, any AFSSWS clients within the NT domain utilizing Hummingbird Exceed (neX-REAP or OpenView users) will experience a loss of service.  These users should exit Windows by performing a (graceful) Shutdown or Restart if possible.  If the AFSSWS becomes locked and will not respond, a forceful reboot using the Reset Button on the AFSSWS Front Panel will be necessary.  Upon reboot or restart the login and IP allocation will be handled by the remaining operational NT Server, and AFSSWS specialists should continue with normal operations.

· If AFSS Workstation users are experiencing a problem, ensure that the OS is operational on both NT Servers.  If the NT Domain is not operating properly restart each NT Server.  If restarting the NT Server does not resolve the problem call the Harris Help Desk immediately.

· Use the functioning NT Server to ping the problem NT Server, to check connectivity through the network.  If the NT Server cannot be pinged, suspect the Ethernet Cable to the Switch.

· If the Monitor, Keyboard or Mouse is inoperable, remove and replace the problem device.

· If an NT Server or NADIN II becomes inoperable in any way, use the Start Button to gracefully shutdown the NT Server and Restart the Computer.  Upon rebooting and login, the Server should display the Windows Desktop, have the OWLG software started, and have EICON Services started.  If the NT Server will not display the Windows Desktop, remove and replace the Server.

· If NADIN II is inoperable ensure that the OWLG is running on the primary NT Server.  If the OWLG window is not open or minimized on the primary NT Server, use the Start Button>Programs to start the software.  If the software will not start on the primary server, start the OWLG software on the Backup NT Server and remove and replace the primary.

· If NADIN II is inoperable ensure that the EICON Services are started on the primary NT Server.  If the EICON Services are not started reboot the Server and recheck EICON Services.  If the software will not start on the primary server, start the OWLG software on the Backup NT Server and remove and replace the primary server.

Testing Procedures

In the event that an NT Server becomes inoperable:

1.
Attempt a (graceful) Shutdown and Restart of the NT Server using the Start button to <Click> Start>Shutdown then <Select> the Restart the Computer? option.

2.
If the Windows OS is locked up and a Shutdown cannot be performed, <Press> the Reset button on the Front Panel of the NT Server to perform a forceful Reboot the Server.  If the NT Server does not have a Reset button, <Press> and hold the Power button for approximately 5 seconds until the power turns off, wait a few seconds, and then restart the computer.
NOTE:  Booting or rebooting an NT Server could take up to 5 minutes.

3.
If the NT Server boots up to the Windows environment, the NT Server should be operational.  Use the Operational Verification procedures to check the Server’s File Shares and Printer Shares within the NT domain.

4.
To verify that the NT domain is operational, login to Windows at an AFSSWS.  If the AFSSWS boots up and displays the Windows Desktop, the NT Domain is operational.

5.
When verifying the primary NT Server the NADIN II Interface must also be checked.

8.3.4.7 NT Server Recovery Procedure

In the event that an NT Server becomes inoperable (locks up) and continuously displays the hourglass icon (indicating a busy condition), the operator should:

1.
<Press> the Ctrl + Alt + Delete keys simultaneously to display the Windows Security dialog box.

2.
Within the Windows Security dialog box, <Press> the Task Manager button to display the Windows Task Manager dialog box.

3.
Within the Windows Task Manager dialog box,  <Select> the Applications tabbed page and view any tasks with the status of “not responding”.

4.
If an Application has a status of  “not responding”, <Click> on the “busy” Application to select it then <Click> the End Task button to forcefully halt the operation. 
CAUTION:  This is forceful interruption of the application that is not responding and data could be lost.


The system should return to the Windows Desktop and the hourglass icon should be gone.

5.
At this time the user should perform a Graceful Shutdown by <Clicking> the Start menu and <Selecting>Shutdown.

6.
If the Windows OS is still locked up and a Graceful Shutdown cannot be performed, <Press> the Reset Button on the Front Panel of the NT Server to perform a forceful Reboot the Server.  If the server does not have a reset button, press and hold the power button for approximately 5 seconds until the power turns off, wait a few seconds, and turn the server back on.
CAUTION:  This is forceful interruption of any and all software applications running on the NT Server at this time.  Pressing the Reset Button will immediately halt all Server operations and data could be lost or corrupted.

8.3.4.8 To verify that the NADIN II Interface is operational

The following three independent functions must be operating and available within OASIS to ensure that the NADIN II Interface is operational and has established an X.25 connection to the OASIS Wide Area Network:

· The primary FDS (FDS-1) software must be operational and processing NADIN II messages, such as flight transactions or General Facility Messages.

· The OWLG software must be running on the primary NT Server.

· The X.25 Router Card must be operational and EICON Services must be started on the primary NT Server.

NOTE:  For the NADIN II Interface to operate the OWLG software must be running on the primary NT Server.  The OWLG dialog box may be opened on the Windows Desktop or minimized to the Task Bar.  Closing the OWLG dialog box or logging off of the primary NT Server will stop the OWLG software and will kill the OASIS interface to NADIN II.

The following procedure is used to verify that the NADIN II resources are available and operating.  If one or more of the resources are down, refer to Section 10, External Interfaces, for the restart procedures.

Verify the FDS Software Processes Are Running.

1.
Use the “Accessing an FDS” procedure, to open a window on the Backup NT Server and access FDS-1.

2.
At the “fds1xxx” prompt, <Type> ps(-usrm and <Press> the Enter key to view the list of software processes running on the FDS.  The primary FDS should respond with a list of approximately 15 processes as shown in the following example:

	PID
	TTY
	TIME
	COMMAND

	###
	?
	#:##
	srm

	###
	?
	#:##
	dbm

	###
	?
	#:##
	wxu

	###
	?
	#:##
	fds_inetd

	###
	?
	#:##
	upd

	###
	?
	#:##
	w2_dq

	###
	?
	#:##
	sched_server

	###
	?
	#:##
	w2_int

	###
	?
	#:##
	scrman_stats

	###
	?
	#:##
	wmsc_read

	###
	?
	#:##
	gw_int

	###
	?
	#:##
	wx_client

	###
	?
	#:##
	n2_read

	###
	?
	#:##
	gw_dq

	###
	?
	#:##
	fpbackup


Verify the OWLG Software is Operational

This procedure contains the following two actions:

· To verify that the OWLG software is started on the primary NT Server.

· To verify that the primary FDS is communicating with the OWLG software (also called the Message Router) running on the primary NT Server, and that an X.25 connection has been established with the OASIS WAN.

This procedure assumes that FDS-1 is operating as the primary Flight Data Server. XE "Flight Data Server"  

1.
At the primary NT Server (NT Server 1), perform a visual check to verify that the OWLG software is started.  On the Windows Desktop, ensure that the OWLG window is either open or minimized on the Taskbar. 

2.
If the OWLG window is minimized <Click> the OWLG window on the Taskbar to open.

3.
Verify that “Overall WAN Status” displays the word UP (Figure 8-8).
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Figure 8‑8.  OWLG Status Window

4.
After verifying that the OWLG software is started the user can again minimize the OWLG window by closing the window.

CAUTION:  Never log off from the NT Servers.  One of the functions of the NT Servers is to support the NADIN II interface.  If the NT Servers are logged off, NADIN II messaging will be inoperable for the AFSSWS users.

Verify that EICON Services are started

This procedure verifies that the X.25 Router Card within the NT Server is operational and that EICON Services are started.  This procedure is run from the Windows Desktop of the primary NT Server.

1.
Use the Start button and <Select> Start>Programs>Administrative Tools>Services to display the Services window.

2.
Within the Services window, view the Service List to ensure that “Eicon Cards” appears and that the status is listed as “Started”.

3.
If the Status column is blank <Click> Eicon Cards, <Click> the Action menu and <Click> Start.
	     


	4.<Click> the X button to close the Services window and return to the Windows Desktop.


8.4 Remote Access Server

OASIS uses two Cisco Remote Access Servers, as shown in Figure 8-9, to provide the interface between the LCN Subsystem and external Telco circuits through the Government telephone system.
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Figure 8‑9.  Remote Access Server

The Cisco is a multi-protocol, dial-up router and terminal server capable of performing IP terminal service; network dial-in/dial-out access and LAN-to-LAN routing.  Each Remote Access Server contains one Ethernet network interface, one Console port interface, two ISDN modem ports and eight V.34 modems ports to provide the analog phone interfaces.  The Ethernet interface provides a 10Base-T connection to the LCN and the Console port provides a serial interface to the Maintenance Patch Panel for configuration and statusing purposes.  

On RAS-1 two Remote WS Dialup lines are available, (1 ISDN and 1 Analog).  Additionally there is a second ISDN line present for Weather Backup.  An additional analog line is provided on RAS-1 for RM & C.  On RAS-2, two output lines are available; one is an ISDN line for Remote WS dialup and the second is an analog line used for RM&C.

When authenticating dial-up users, the RAS checks for an entry in its User Table to verify the dial-up user’s account.  Together both Remote Access Servers provide each site with the following dial-in/out services, as shown in Figure 8-9:

· Three dial-in lines for Remote AFSS Workstation access at a typical AFSS 

· One dial-out line to Seattle and DTC Sites for Weather Backup Mode

· Two lines for RM & C and system access by the Harris Help Desk

	   See Another Document
	The Remote Access Server is an LRU and it does not contain any lower-level LRUs or require any field-level configuration.  If the unit is not functioning properly remove and replace it.  For further detailed information on the Remote Access Server refer to the Cisco 2600 Series Hardware Installation Guide.


Depending on configuration requirements the RAS may have an Integrated Services Digital Network  (ISDN) Basic Rate Interface (BRI) WAN Interface card (WIC) installed.  The ISDN card inserts into a slot on the Cisco chassis.  

For familiarity purposes, Figure 8-10 illustrates a Cisco ISDN WAN Interface Card.
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Figure 8‑10.  ISDN WAN Interface Card.

8.4.1 Controls and Indicators

Front Panel

The Cisco RAS as shown in Figure 8-9, contains three Front Panel LEDs to display the following:

· Power – Indicates the power is on and the RAS is ready for operations

· RPS – If lit, indicates that a Redundant Power System is attached and operational (no RPS is used on the OASIS RAS)

· Activity – Flashes (randomly), indicates network activity.  
Rear Panel

The Rear Panel contains the Ethernet Port, the Console Port and the 8-Port Analog Modem Card.  The ability to add BRI connectivity via a WIC, (Figure 8-11), allows network administrators to maximize valuable slot space while providing additional connectivity options such as Ethernet, on the same module.  Figure 8-12 shows the locations of the Rear Panel LEDs and Table 8-5 describes the indicators and their meaning. 
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Figure 8‑11.  RAS Rear Panel LEDs
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Figure 8‑12.  ISDN WAN Interface Card – Controls and Indicators

Table 8‑6.  RAS Rear Panel Controls and Indicators

	Indicator
	Status
	Description

	RAS Rear Panel Controls and Indicators

	LINK
	On
	Indicates that a Link is established on the Ethernet Port, with the Switch or Hub.

	ACT
	Flashing
	Packets are being transmitted or received by the RAS through the Ethernet Port.

	EN(Enable)
	On
	This LED indicates that the 8-Port Analog Modem Card has passed its self-tests and is available to the RAS.

	IN USE LEDs 1-8
	On
	Indicates that a remote carrier is detected on a Modem.

	ISDN Interface Card –Rear Controls and Indicators

	B-1
	Flashing
	If flashing, indicates the Single B-1 Channel is in use.

	B-2
	Flashing
	If flashing, indicates the Single B-2 Channel is in use.

	NT1
	On/Off
	If illuminated indicates that data is being received within acceptable standards.


8.4.2 Setup/Configuration

IP Addresses

The OASIS LRUs use a common IP addressing scheme from site to site, where the first 3 fields represent an IP Address XE "IP Address"  corresponding to the Site ID and the last field uses a 31 or 41 to specify the Remote Access Servers as shown in the following table.  

NOTE:  Initially the OASIS systems are delivered with the User Accounts set up as “remote1” through “remote5”, but the appropriate AT Supervisors may change user account names, passwords and phone numbers as necessary for their situation.  However, the “helpdesk” accounts must not be changed.

Table 8‑7.  RAS IP Address and Port Assignments

	Port
	RAS 1 (xxx.xxx.xx.31)
	RAS 2 (xxx.xxx.xx.41)

	ISDN
	
	

	0
	WX Backup
	Remote WS

	1
	Remote WS
	Unused

	Analog
	
	

	0
	Remote WS
	Unused

	1
	Unused
	Unused

	2
	Unused
	Unused

	3
	Unused
	Unused

	4
	Unused
	Unused

	5
	Unused
	Unused

	6
	Unused
	Unused

	7
	Help Desk
	Help Desk


8.4.3  XE "Maintenance" Maintenance Procedures

The Remote Access Server comes configured and does not require any field-level maintenance or configuration.  When removing and replacing a Remote Access Server the unit is considered “Plug and Play”.

	Remove and Replace Procedures

  See Another Document
	For the interconnect information on LRUs, use the OASIS Site Drawing Package for your location.


8.4.3.1 To remove and replace the Remote Access Server

To remove a Remote Access Server, perform the following procedure:

1.
At the rear of the rack, use the Power Switch to power-off the RAS and unplug the power cable from the rear panel of the faulty Remote Access Server.

2.
Tag and disconnect any other cables from the rear of the faulty unit.

3.
At the front of the rack, loosen the unit's rack mount hardware and carefully slide the Remote Access Server out the front of the Rack.

To replace a Remote Access Server, perform the following procedure:

1.
Unpack the replacement unit and install the necessary rac mount hardware, if any.

2.
Check the RAS unit for damage and ensure that it is a direct replacement for the one being removed.

3.
Slide the replacement Remote Access Server into the vacant slot of the Rack and install the unit's rack mount hardware.

	  See Another Document
	4.
Starting with the power cable, connect the replacement unit per the Site Drawing Package for your location and remove tags from cables.


5.
At the rear of the rack, power on the Remote Access Server and allow the Power On Self-Test to complete, and then ensure that there are no red indicators lit on the Front Panel.

6.
Verify that the Remote Access Server is operational and functioning properly.

8.4.4 Testing/Verification

Each time a Remote Access Server is powered on it runs a brief initialization then the Power LED should light solid green indicating that the RAS is operational.

Operational Verification

Under normal operating conditions (not during initialization) the Remote Access Server should have the following indicators lit Green:

· Power LED (RAS Front Panel) - Solid green indicating power on.

· LINK LED (Rear Panel) - Solid green indicating a connection to the Ethernet Switch

· EN LED (Rear Panel) – Solid green indicating the 8-Port Analog Modem Card is ready (available).

 XE "Fault Isolation" Fault Isolation Checklist

To verify the operation of a RAS it may be necessary to perform one or all of the following four procedures, dependent upon the type of problem:

· Verify the connection to the LCN (network)

· Verify the dial-in capability

· Verify the User Account information

· Verify the dial-back capability

Testing Procedures

8.4.4.1 To verify the dial-in capability

To verify the dial-in capability of a specific RAS port and its external telephone interface, use the closest phone to dial in to the RAS under test.  Using the closest phone, dial in to a RAS.  The corresponding Port LED on the back of the RAS should light (green).  Also, upon the RAS answering the call, a typical modem answer tone will be heard on the phone.

NOTE:   On RAS-1 two Remote WS Dialup lines are available, (1 ISDN and 1 Analog).  Additionally there is a second ISDN line present for Weather Backup.  An additional analog line is provided on RAS-1 for RM & C.  On RAS-2, two output lines are available; one is an ISDN line for Remote WS dialup and the second is an analog line used for RM&C..

8.4.4.2 To access a RAS (1 or 2) from the Backup NT Server

1.
At the Maintenance Patch Panel, connect NT Server 2 to the RAS under test (RAS-1 or RAS-2).

2.
At the Windows Desktop, <Double-click> the HyperTerminal icon.

3.
 <Double-click> the Remote Access Server.ht icon to access the HyperTerminal XE "HyperTerminal"  window.

4.
Within the Remote Access Server - HyperTerminal window, <Press> the Enter key to display the “rasNxxx>” prompt (where N is the desired RAS and xxx is equal to the Site ID).
5.
At the “rasNxxx>” prompt, <Type> enable and <Press> the Enter key.  The system should respond with the “Password>” prompt.
6.
At the Password prompt, <Type> the appropriate Password and <Press> the Enter key to login to the RAS.  The RAS prompt will change to “rasNxxx” prompt (where the N is equal to 1 or 2 corresponding to the appropriate RAS and xxx is equal to the Site ID). 

CAUTION:  Changes to the RAS configuration could cause the RAS to become inoperable.  Harris recommends only changing the passwords or phone numbers if necessary.

8.4.4.3 To verify the User Account information

To verify the User Account information, the maintainer must connect to the RAS through the Maintenance Patch Panel and utilize the Backup NT Server as a System Console for the RAS under test.  When connected to RAS the maintainer may login to a RAS and verify user account information, as well as obtain status and configuration information on the unit.

1.
Use the “Accessing a RAS” procedure, to open a window on the Backup NT Server and access the desired RAS (1 or 2).

2.
At the “rasNxxx>” prompt, <Type> enable and <Press> the Enter key.  The system should respond with the “Password>” prompt.

3.
At the prompt, <Type> the appropriate Password and <Press> the Enter key to login to the RAS.  The RAS prompt will change to “rasNxxx” prompt (where the N is equal to 1 or 2 corresponding to the appropriate RAS and xxx is equal to the Site ID).

4.
At the “rasNxxx” prompt, <Type> show(run and <Press> the Enter key to display the RAS configuration.  The system will respond with a display of the current configuration.  At the more prompt, <Press> the Space Bar to scroll a page at a time.

5.
Ensure that each user has a valid entry (account) in the Configuration and make note of the account name for the suspect user.  

NOTE:  Initially the OASIS systems are delivered with the User Accounts set up, but the appropriate AT Supervisor(s) may change User Account names, passwords and phone numbers as necessary.  However, the “helpdesk” accounts must not be changed.

6.
Ensure that the User Account has valid IP address XE "IP address"  and dial-back number for the remote Workstation.

7.
If a invalid phone number is found or if a password needs to be changed, use the following procedure to change the phone number or otherwise exit the RAS and terminate the communication session (HyperTerminal) as follows:

8.
<Type> exit then <Press> the Enter key to logoff of the RAS and end the user session.
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	9.
<Click> the X button to close the Hyper Terminal Window, and return to the Windows Desktop.


8.4.4.4 To change a User’s Account

On occasion it may be necessary to change the password for a user if the dial-in user cannot access their account due to an invalid or forgotten password.  To change a user’s password, the maintainer must connect to the RAS through the Maintenance Patch Panel and utilize the Backup NT Server as a System Console for the RAS under test.  When connected to RAS the maintainer may login to a RAS and access user account information.

1.
Use the “Accessing a RAS” procedure, to open a window on the Backup NT Server and access the desired RAS (1 or 2).



2.
At the “rasNxxx” prompt, <Type> show(run and <Press> the Enter key to display the RAS configuration.  The system will respond with a display of the current configuration.  
3.
Within the Username entries, identify the username (account) with the password problem.  At the more prompt, <Press> the Space Bar to scroll a page at a time.
NOTE:  Initially the OASIS systems are delivered with the User Accounts set up, but authorized site personnel may change usernames and passwords as necessary for their situation.  However, the “helpdesk” account must not be changed.

4.
At the “rasNxxx” prompt, <Type> config(t then <Press> the Enter key.  The prompt will reflect config mode.  In this mode, any of the following three steps can be performed.  

5.
To set up or modify an Analog account:  At the “rasNxxx"(config)  prompt, <Type> username("remote"(callback-dialstring(“new number”(password(“new password” (where “remote” is the username, "new number" is the callback dialstring number, and “new password” is the new password.  Do not type any quotes), then <Press> the Enter key.


OR

6.
To set up or modify an ISDN account:  At the “rasNxxx(config)” prompt, <Type> username("remote"(password(“new(password” (where “remote” is the username, and “new password” is the new password.  Do not type any quotes), then <Press> the Enter key..

OR

7.
To delete a user account:  At the “rasNxxx(config)” prompt, <Type> no(username(remote (where “remote” is the account to be changed), then <Press> the Enter key.

8.
At the “rasNxxx (config)” prompt, <Press> the Ctrl + z keys simultaneously to exit Config Mode and return to the rasNxxx prompt.
9.
At the “rasNxxx” prompt, <Type> copy(running-config(startup-config then <Press> the Enter key to save the changes permanently (this may take a few seconds).

10.
At the “rasNxxx” prompt, <Type> exit then <Press> the Enter key to logoff of the RAS and end the user session.
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	11.  <Click> the X button to close the Hyper Terminal window, and return to the Windows Desktop.


8.4.4.5 To verify Dial-in (and Dial-back – analog only)

If a Remote User is experiencing a problem dialing in to a site through the RAS (1 or 2), it will be necessary to coordinate a dial-in/callback attempt with the Site.
NOTE:  Analog uses Dial-in and then hangs up and dials back.  ISDN does not have dial-back capabilities.
To Verify an ISDN Connection
1.
The Remote User should attempt to dial-in and connect while maintenance personnel stand by the OASIS Rack to observe B1 and B2 indicators on the ISDN WAN interface card.

2.
The corresponding ISDN port indicators B1 and B2 on the Rear Panel of the RAS should remain on while connected.  If only one of the indicators remains on, the connection is operating at 64 kbps.
To Verify an Analog Connection
1.
The Remote User should attempt to dial-in and connect while maintenance personnel stand by the OASIS Rack to observe the suspect RAS.

2.
Upon attempting a Remote connection to the Site, the corresponding analog port on the Rear Panel of the suspect RAS should light green temporarily while the two Modems exchange authentication information.

3.
When authentication is complete the Site RAS should hang up, wait approximately 10 seconds then dial back the Remote User.

	(  Call Harris Help Desk
	4.     If the dial-back attempt did not light the Port LED indicating that the modem was dialing, call the Harris Help Desk to further fault isolate prior to removing and replacing the RAS.  If the dial-back attempt did light the Port LED but did not successfully ring the modem on the Remote Workstation, check the physical connections and the dial-back number as follows:


5.
Locate the closest hand-held phone and manually dial the dial-back number for the Remote Workstation.  If the attempt does not ring the modem at the Remote Workstation, the number is invalid. Contact the appropriate AT Supervisor.

6.
If the manual dial-back successfully rang the Remote Workstation, unplug the phone and cord from its connection and carry it to the back of the OASIS Racks.

7.
At the back of the OASIS Rack corresponding to the suspect RAS, locate where the problem port connects into the top of the Telco Block (the Remote Access Servers are typically reference designated as A3-# where # equals the suspect port number)

8.
Disconnect the suspect port (A3-#) from the Telco Block and plug the hand-held phone into the empty location on the Telco Block.

9.
Check to ensure that the phone receives a dial tone, and then manually dial the dial-back number for the Remote Workstation.  If the phone does not have a dial tone or the dial-back attempt does not ring the modem at the Remote Workstation, the problem is probably external to the OASIS Rack.  Contact the Harris Help Desk. 

8.5 Encryption Box

OASIS uses two encryption boxes to provide network security for communications between the Remote Access Servers and the Dial-In and Users Help Desk using standard 56-bit and 40-bit Data Encryption Standard (DES) and 168-bit Triple-DES encryption methods.  Currently two models of the Encryption Box are being used.  The models are identical in appearance, (except for labeling), and in their operation.

8.5.1 Controls and Indicators

The front panel of the encryption box (refer to Figure 8-14) contains a text display box, ten-digit numeric keypad and six function buttons for menu control.  There are 30 status messages stored in the System log (Syslog) message queue that are used to relay status of the encryption box and can be accessed using the menu options.  The rear panel of the encryption box (refer to Figure 8-15) contains two RJ-45 connection ports (Local and Remote) with Ethernet Link and Integrity Indicators, two AUI connections (Local and Remote), an Auxiliary port and an AC Power Adapter Connection Port.  The encryption box does not have a Power Switch. Power is automatically applied to the unit upon plug-in. 
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Figure 8‑13.  Encryption Box Front View
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Figure 8‑14.  Encryption Box Rear View

8.5.2 Setup/Configuration

There is no field-level configuration required.  

Remove and Replace Procedures

To remove and replace the Encryption Box:

NOTE:  The OASIS system has two Encryption Boxes located in Racks 100 and 102.  For security purposes they are only accessible from the rear of the racks.

1.
Locate the Encryption Box, as shown in Figure 8-14 that needs to be replaced.  

2.
Remove the power cable and the two RJ-45 connectors from the back of the Encryption Box, as shown in Figure 8-15, and make note of the connections.  

3.
Install the replacement unit in its place and reattach the power cable and the two RJ-45 connectors.   

Maintenance Procedures

The encryption box does not require any field-level maintenance.

8.5.3 Testing/Verification

Operational Verification

Under normal operating conditions the text display panel on the encryption box should alternate two displays.  One display lists the current operating mode, current count of remote units in the local unit’s list, and the current number of security associations.  The other display list shows the number of encrypted packets sent, received and decrypted by the unit.  Built-in status indicator lights are provided on the back panel for the two RJ-45 connectors and provide network status.  The following table describes the indicators.  

Table 8‑8.  Network Status

	Indicator
	State
	Status

	Integrity LED (Amber)
	Flashing
	Network  Activity

	Ethernet Link LED (Green)
	On
	Ethernet Connectivity OK


Testing procedures

Testing of the unit consists of performing a unit power up self test and verify the Ethernet connectivity to the unit.

8.5.3.1 To activate the power up self test

1.
At the rear of the unit, disconnect the AC power adaptor.

2.
While viewing the front panel message display, reconnect the AC power adaptor.  After approximately ten seconds, the front panel message display should alternately display the following messages:


“VPNReady” and “#Encrp    #Decrp”

3.
If the “VPNReady” and “#Encrp    #Decrp” messages are not displayed, call the Harris Help Desk for support.

8.5.3.2 To verify network connectivity to the Encryption Box

1.
At the rear of the unit, verify that the Ethernet Link LED is illuminated and the Integrity LED is flashing.

2.
If the Ethernet Link LED is not illuminated and/or the Integrity LED is not flashing, call the Harris Help Desk for support.

3.
Ping the Encryption Box by:

a.
From the Back-up NT Server, use the Start button, <Select> Start>Programs>Accessories>Command Prompt to open a DOS Window.

b.
At the prompt, <Type> ipconfig and ascertain the Site IP address XE "IP address" .

c.
Within the DOS Window, use the ping command to check connectivity to Encryption box.  :

Table 8‑9.  Encryptin Box IP Addresses
	Encryption Box
	IP Address

	LCN Encryptor 1 Local
	xxx.xxx.xx.59

	LCN Encryptor 1 Remote
	xxx.xxx.xx.60

	LCN Encryptor 2 Local
	xxx.xxx.xx.61

	LCN Encryptor 2 Remote
	xxx.xxx.xx.62


4.
When finished, <Click> the X to close the DOS Window and return to the Windows desktop.

Fault Isolation Checklist

The Encryption Box does not require field level fault isolation.  If a fault is detected after performing the testing procedures, call Harris Help Desk for support.

8.6 Weather Router

The Weather Router is an FOC device.  TBD
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Figure 8‑15.  Weather Router

8.6.1 Controls and Indicators
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Figure 8‑16.  Weather Router Front Panel Controls and Indicators
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Figure 8‑17  Weather Router Rear Panel Controls and Indicators

8.6.2 Setup/Configuration
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Figure 8‑18.  Weather Router Setup/Configuration

8.6.3  XE "Maintenance" Maintenance Procedures

The Weather Router comes configured and does not require any field-level maintenance or configuration.  When removing and replacing the Weather Router the unit is considered “Plug and Play”.

	Remove and Replace Procedures

  See Another Document
	For the interconnect information on LRUs, use the OASIS Site Drawing Package for your location.


8.6.4 Testing/Verification

Operation Verification

TBD

 XE "Fault Isolation" Fault Isolation Checklist

TBD

Testing Procedures

TBD

8.7 DUAT Access Server (Seattle and DTC only)

The 3Com (US Robotics) Total Control Hub is used as the OASIS DUAT Access Server that provides the dial-up interfaces to support DUAT Pilot users, and the dial‑in Weather Backup users at DUAT capable sites, Seattle and DTC only.  Each DUAT Access Server (refer to Figure 8-20) consists of a Total Control Hub chassis populated with the following items:

· Two Power Supplies

· One Network Management Card Set

· One Access Router Card Set

· Up to three channelized T1 Digital Signal Processor Card Sets

· One AC Fan Tray

Each card set contains a Network Application Card (NAC), which is installed into the front of the chassis, and a corresponding Network Interface Card (NIC) that is installed into the rear of the chassis.
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Figure 8‑19.  DUAT Access Server (Front View)

The two Power Supplies each consist of a Power Supply Unit (PSU) and a Power Supply Interface (PSI) to provide full redundancy and load sharing.  Each PSU is installed into the front of the chassis and its corresponding PSI is installed into the rear of the chassis.  

The Network Management Card Set manages all the components within the Total Control Hub, and contains a Console Port (CH1) and a 10 B-T Port.  The Console Port can be accessed through the Maintenance Patch Panel at the front of Rack 101, and provides access to the DUAT Servers using HyperTermina XE "HyperTermina" l, for configuration purposes.  The 10Base-T Port is connected to the LCN and allows the HP OpenView XE "HP OpenView"  software running on FDS-2 to gather SNMP status from the DUAT Access Server, as shown in Figure 8-21.  

The Access Router Card Set manages the operational traffic (DUAT and Weather Backup data), and provides a 100B-T Ethernet connection to the OASIS LCN.  Each Digital Signal Processor Card Set provides a 24 channel T1 interface for dial-up DUAT and Weather Backup users.  

The Seattle configuration utilizes two DUAT Access Servers populated with 3 DSP Cards Sets each to provide up to 120 dial-up lines.  Each of the six DSP Card Sets can interfaces an ISDN channelized T1 line from the Government Furnished Telephone Network (GFTN) Switch (although currently only four T1 lines are being used).
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Figure 8‑20.  DUAT Access Server Block Diagram

The configuration of the DUAT Access Server (refer to Figure 8-22) at the DTC site is unique in that it contains only two DSP Card Sets which each provide a 24 channel, T1, clear channel interface.  

One DSP Card Set provides 24 DUAT lines while the second DSP Card Set provides Telco lines for Phone, Fax, Weather Backup and Remote Monitoring  & Control at DTC.  At Seattle, the Remote Access Server typically handles the Phone, Fax and RM&C dial-up lines.  

	  See Another Document
	For further detailed information on the DUAT Access Server refer to the 3Com Install Guides for the following components; Total Control Hub, Network Management Card (NMC), Access Router Card (ARC), Power Supply or DSP.
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Figure 8‑21.  Seattle Comm. Line Utilization

The DUAT Access Server is an assembly that contains the following lower-level LRUs:

· Total Control Chassis (w/NMC and ARC Card Sets)

· DSP Card Set (NIC/NAC)

· Power Supply Unit (Front only)

· AC Fan Tray

8.7.1 Controls and Indicators

Front Panel

The DUAT Access Server does not contain any Front Panel controls.  The NMC contains a four-digit Status LCD that displays “USR” under normal operating conditions. The DUAT Access Server contains LEDs on the front of each of the pluggable components.  The following table describes the DUAT Access Server Front Panel Indicators.

Table 8‑10.  DUAT Access Server Front Panel Indicators

	Indicator
	Color
	Description

	PSU RN/FL
	Green
	Normal operation

	
	Red or Off
	Failure

	NMC RN/FL
	Green
	Normal operation

	
	Red
	Critical failure

	
	Flashing Green
	Testing or software download in progress

	
	Flashing Green/Red
	Non critical failure or initial power up

	NMC Hub Status
	Green
	Chassis normal

	
	Red 
	Chassis critical failure

	
	Flashing Red
	Management Bus failure

	NMC LAN TX
	Green
	NMC transmitting data on LAN Port

	
	Off
	No data being transmitted on LAN Port

	NMC LAN RX
	Green
	NMC receiving data on LAN Port

	
	Off
	No data being received on LAN Port

	NMC WAN TX
	Green
	NMC transmitting data on WAN Port

	
	Off
	No data being transmitted on WAN Port

	NMC WN RX
	Green
	NMC receiving data on WAN Port

	
	Off
	No data being received on WAN Port

	ARC RN/FL
	Green
	Normal operation

	
	Red
	Critical failure

	ARC LAN TX
	Green
	ARC transmitting data on LAN Port

	
	Off
	No data being transmitted on LAN Port

	ARC LAN RX
	Green
	ARC receiving data on LAN Port

	
	Off
	No data being received on LAN Port

	ARC WAN TX
	Green
	ARC transmitting data on WAN Port

	
	Off
	No data being transmitted on WAN Port

	ARC WN RX
	Green
	ARC receiving data on WAN Port

	
	Off
	No data being received on WAN Port

	ARC STAT 1-3
	Off
	ARC operating normally

	
	Lit
	Call Harris Help Desk / R&R the ARC 

	DSP RN/FL
	Green
	Normal operation

	
	Red
	Critical failure

	DSP CAR
	Green
	Carrier detect

	
	Off
	No carrier detected

	DSP ALM
	Green
	Normal operation

	
	Red
	Alarm detected

	DSP LPBK/D-ALM
	Green
	Normal operation

	
	Red
	Alarm detected

	DSP Fault
	Green
	Normal operation

	
	Red
	Fault detected

	DSP Utilization
	Red (1 to 100 %)
	Shows resource utilization from 1 to 100%.


Rear Panel

Each Power Supply Interface Card contains a Power On/Off Switch and a standard AC Power Receptacle.  There are no other controls on the Rear Panel of the DUAT Access Server.

The DUAT Access Server contains LEDs on the Rear Panel of some of the pluggable components.  The following table describes the DUAT Access Server Rear Panel Indicators.

Table 8‑11.  DUAT Access Server Rear Panel Indicators

	Indicator
	Color
	Description

	Power Supply Interface RN/FL
	Green
	Normal operation

	
	Red or Off
	Failure

	ARC Link (Rear)
	Green
	Valid Ethernet connection

	
	Off
	No Ethernet connection detected

	ARC TX/RX (Rear)
	Flashing Green
	Receiving data

	
	Flashing Yellow
	Transmitting data

	
	Off
	No activity


8.7.2 Setup/Configuration

The DUAT Access Server comes configured and does not require any field-level configuration.  When removing and replacing a DUAT Access Server the unit is considered Plug and Play.  However, the following setup and configuration information is supplied here for fault isolation XE "Fault Isolation"  purposes.

IP Address 

The OASIS equipment uses common IP addressing schemes from site to site.  The first 3 fields of an IP Address XE "IP Address"  represent a Site Identifier and the last field is used to designate a specific piece of site equipment.  Within the DUAT Access Servers both the NMC and the ARC are assigned IP addresses hostnames.  The following table shows the IP Addresses for the DUAT Access Servers.

Table 8‑12.  DUAT IP Addresses and Hostnames

	Network Device
	IP Address

	DUAT Server 1 ARC
	xxx.xxx.xx.51

	DUAT Server 1 NMC
	xxx.xxx.xx.52

	DUAT Server 2 ARC
	xxx.xxx.xx.122

	DUAT Server 2 NMC
	xxx.xxx.xx.123


NOTE:  Within the IP Address field the x’s represents a Site ID.  

8.7.3  XE "Maintenance" Maintenance Procedures

The DUAT Access Server comes configured and does not require any field-level maintenance or configuration.  When removing and replacing a DUAT Server, the unit is considered “Plug and Play”.

Remove and Replace Procedures

	  See Another Document
	For the interconnect information on LRUs, use the OASIS Site Drawing Package for your location.


8.7.3.1 To remove and replace the Power Supply Unit (front)
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WARNING:  Do not power on the DUAT Access Server with an empty (uncovered) Power Supply slot.  AC voltages may be present within an uncovered Power Supply slot if one Power Supply is present in the chassis.  Always cover empty Power Supply slots with the Blanking Panels or wait until a replacement PSU/PSI is available before removing the faulty unit. 
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WARNING:  The DUAT Access Server weighs approximately 65 pounds.  In the unlikely event that the DUAT Access Server needs to be removed from the rack, a two person lift is required.

To remove a Power Supply Unit, perform the following procedure:
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	1.  At the rear of OASIS Rack, Remove power from both Power Supplies by <Switching> the Power Switch on both PSIs to the Off (0) position.
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WARNING:  Contact with AC voltages can cause serious injury or death.  To prevent possible injury from electrical shock, remove power from the DUAT Access Server prior to performing any maintenance activity on the unit.

2.
Remove the Power Cords from the Rear Panel of both PSIs.

3.
Allow 10 seconds for all capacitors within the Power Supplies to discharge before proceeding.
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WARNING:  Some Power Supply components may be extremely hot.  To avoid injury, exercise caution when handling the Power Supply.

4.
Once all the RN/FL (Run/Fail) LEDs are off on both the PSU and PSI, loosen the captive screws on the front of the PSU and remove the card by firmly pressing the Ejector Tabs away from each other.  The unit will pop out slightly when freed from the Midplane connector.

5.
Slide the faulty PSU out the front of the chassis.




To replace a Power Supply Unit, perform the following procedure:

1.
Unpack the replacement unit and save the packing material.

2.
Ensure that the Power Supply is the proper replacement part.  AC (115VAC) units should be clearly marked.

3.
With the DIN connector toward the bottom of the PSU, slide the replacement Power Supply Unit into the proper slot.  PSU slots are the two wide slots at the far right side of the chassis.  If using a single PSU it should be in the right-most slot (PS2).

4.
Press the Ejector Tabs toward each other to pop the PSU into the Midplane connector.  Ensure that the DIN connector is firmly seated into the Midplane.

5.
Tighten the captive screws to secure the PSU into the chassis.

6.
Ensure that the Power Switch on the rear of the both Power Supplies are in the Off (0) positions.

7.
Install the Power Cords into the Rear Panel of both PSIs.

8.
At the rear of the unit, switch both Power Switches to the On (1) position to power up the DUAT Access Server.

9.
Check the RN/FL LEDs on the front of the PSU to ensure that the unit is installed correctly.

8.7.3.2 To remove and replace the PSI Card (rear)
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	CAUTION:  Some circuit card assemblies and their components are easily damaged by electrostatic discharge.  To avoid damage to the equipment, use the proper precautionary procedures when handling equipment marked as Electrostatic Discharge Sensitive.
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WARNING:  Contact with AC voltages can cause serious injury or death.  To prevent possible injury from electrical shock, remove power from the DUAT Access Server prior to performing any maintenance activity on the unit.

To remove a PSI Card, perform the following procedure:

1.
At the rear of OASIS Rack, Remove power from both Power Supplies by <Switching> the Power Switch on both PSIs to the Off (0) position.

2.
At the rear of the DUAT Access Server, tag and disconnect the Power Cords from the Rear Panel of both PSIs.

3.
Allow 10 seconds for all capacitors within the Power Supplies to discharge before proceeding.
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WARNING:  Some Power Supply components may be extremely hot.  To avoid injury, exercise caution when handling the Power Supply.

4.
Once all the RN/FL (Run/Fail) LEDs are off on both the PSU and PSI, loosen the captive screws on the PSI Card and pull the Card out the back of the DUAT Access Server.  The unit will pop out slightly when freed from the Midplane connector.
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WARNING:  Do not power on the DUAT Access Server with an empty (uncovered) Power Supply slot.  AC voltages may be present within an uncovered Power Supply slot if one Power Supply is present in the chassis.  Always cover empty Power Supply slots with the Blanking Panels or wait until a replacement PSU/PSI is available before removing the faulty unit. 

To replace a PSI Card, perform the following procedure:

1.
Unpack the replacement unit and save the packing material.

2.
Ensure that the PSI Card is the proper replacement part.  PSI Cards should be clearly marked as 115- VAC units.

3.
Oriented with the LED’s at the top and the Power Receptacle towards the bottom, slide the replacement unit into the proper slot.  PSI slots are the two wide slots at the far left side of the chassis when facing the back of the DUAT Access Server.  If using a single PSI it should be in the left-most slot. 

4.
Press firmly to seat the PSI Card into the Midplane connector and tighten the captive screws to secure the PSI Card into the chassis.

5.
Ensure that the Power Switches on the rear of the both PSI Cards are in the Off (0) position, and then connect the Power Cords into the Rear Panel of both PSIs, per the Site Drawing Package.

Remove the tags from the Power Cords.

7.
At the rear of the unit, switch each Power Switch to the On (1) position (one at a time) to power up the DUAT Access Server.

8.
Check the RN/FL LEDs on the both the PSI Cards and the PSUs to ensure that the unit is installed correctly.

8.7.3.3 To remove and replace the DSP NAC (front):
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	CAUTION:  Some circuit card assemblies and their components are easily damaged by electrostatic discharge.  To avoid damage to the equipment, use the proper precautionary procedures when handling equipment marked as Electrostatic Discharge Sensitive.
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	To remove the DSP NAC, perform the following procedure:

1.
At the rear of OASIS Rack, remove power from both Power Supplies by <Switching> the Power Switch on both PSIs to the Off (0) position.
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WARNING:  Contact with AC voltages can cause serious injury or death.  To prevent possible injury from electrical shock, remove power from the DUAT Access Server prior to performing any maintenance activity on the unit.

2.
At the front of the DUAT Access Server, loosen the captive screws on the front of the DSP NAC and remove the faulty card by firmly pressing the Ejector Tabs away from each other.  The unit will pop out slightly when freed from the Midplane connector.

3.
Slide the faulty DSP NAC out the front of the chassis.

To replace the DSP NAC, perform the following procedure:

1.
Unpack the replacement unit and save the packing material.

2.
With the DIN connector toward the bottom of the DSP, slide the replacement card into the proper slot (1-15).

3.
Press the Ejector Tabs toward each other to pop the DSP Card into the Midplane connector.  Ensure that the DIN connector is firmly seated into the Midplane.

4.
Tighten the captive screws to secure the DSP Card into the chassis.

5.
At the rear of the unit, switch both Power Switches to the On (1) position to power up the DUAT Access Server.  The DUAT Access Server should automatically boot upon power up.


6.
Upon completion of the boot process (approximately 2 minutes), ensure that the following LED indicators are lit Green:

· RN/FL LED

· ALM (Alarm) LED

· Fault LED
8.7.3.4 To remove and replace the DSP NIC (rear)
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	CAUTION:  Some circuit card assemblies and their components are easily damaged by electrostatic discharge.  To avoid damage to the equipment, use the proper precautionary procedures when handling equipment marked as Electrostatic Discharge Sensitive.
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	To remove the DSP NIC, perform the following procedure:

1.
At the rear of OASIS Rack, Remove power from both Power Supplies by <Switching> the Power Switch on both PSIs to the Off (0) position.
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WARNING:  Contact with AC voltages can cause serious injury or death.  To prevent possible injury from electrical shock, remove power from the DUAT Access Server prior to performing any maintenance activity on the unit.

2.
At the rear of the DUAT Access Server, disconnect all cables from the faulty DSP NIC.

3.
Loosen the captive screws and slide the card out the rear of the chassis.

To replace the DSP NIC, perform the following procedure:

1.
Unpack the replacement unit and save the packing material.

2.
With the Console Port toward the top of the DSP, slide the replacement card into the proper slot (1-15).

3.
Tighten the captive screws to secure the DSP Card into the chassis.

4.
Re-connect all cables to the rear of the replacement DSP NIC per the Site Drawing Package.

5.
At the rear of the unit, switch both Power Switches to the On (1) position to power up the DUAT Access Server.  The DUAT Access Server should automatically boot upon power up.

6.
Upon completion of the boot process (approximately 2 minutes), ensure that the following indicators on the DSP NAC are lit Green:

· RN/FL LED

· ALM LED

· Fault LED


8.7.3.5 To remove and replace the Fan Tray (front)

It is unnecessary to power down or disconnect AC power from the DUAT Access Server when removing and replacing the Fan Tray.  The Fan Tray is fully hot swappable.
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WARNING:  Always grip the Fan Trays from the sides.  To avoid damage to the Fan Tray or possible injury, keep the Fan Tray level as you remove it and avoid touching any individual fans until they have completely stopped spinning.  Fans may continue to spin for a few seconds after the Fan Tray has been removed.

To remove the Fan Tray, perform the following procedure:

1.
At the front of the OASIS Rack, loosen and remove the Fan Tray screws.

2.
Grip the Fan Tray by the sides and slide the unit toward you and out the front of the chassis.  Do not tilt the Fan Tray as you remove it.

To replace the Fan Tray, perform the following procedure:

1.
Unpack the replacement unit and save the packing material.

2.
Install the replacement Fan Tray by inserting the sides of the Fan Tray into the Guide Rails and smoothly sliding the Tray in, until it is snug against the rear of the chassis.

3.
Tighten the screws on the front of the Fan Tray to secure it into the chassis.

4.
Ensure that the Fans are unobstructed and spinning properly after installation.

8.7.4 Testing/Verification

Operational Verification

Upon power-up the DUAT Access Server will automatically run through a boot process, which takes approximately 2 minutes.  Under normal operating conditions there should be no LED indicators lit red on the front panel of the DUAT Access Server after the boot process is complete and the following LED’s should be lit green:

· Both Power Indicators (front and back) on PS1 should be lit green. 

· Both Power Indicators (front and back) on PS2 should be lit green. 

· Each DSP NAC should have the RN/FL and the CAR (carrier) indicators lit green.

· The ARC NAC should have the RN/FL indicator lit green.

· The NMC NAC should have the RN/FL and the Hub Status indicators lit green.

NOTE:  If a DSP Card Set (NIC and NAC) does not have a T1 connection to the NIC the DSP NAC will display a red Alarm LED indicating that the card set has no input and the CAR LED (carrier) will be off.  Under normal operating conditions (each of the three DSP Card Sets has a T1 connection), the CAR LED will be lit indicating the detection of a carrier signal and the red Alarm indicator will be off.

 XE "Fault Isolation" Fault Isolation Checklist

When any of the removable cards within the DUAT Access Server displays a failure indicator (red LED), use the Reseat a Card procedure to attempt a recovery prior to ordering a replacement part.  All the cards within the DUAT Access Server are tested upon power-up of the chassis.

NMC Card Set:  Slot 17 is reserved for the NMC Card.  Do not install any other NAC in this slot.  The NMC Card is ESD Sensitive.  Always wear an anti-static strap when reseating or handling this card.

If you suspect that the NMC Card is not communicating with the Network (no activity on the LAN TX or RX indicators), use the ping command to check connectivity to the network.  If the NMC Card cannot be pinged from the Backup NT Server replace the Ethernet Cable.  If the NMC Card still cannot be pinged from the Backup NT Server replace the Ethernet NIC.  If the NMC Card still cannot be pinged from the Backup NT Server replace the NMC Card.

If the NMC Card displays a red indicator on the RN/FL LED, reseat both the NMC NAC and the corresponding NIC and repower the DAS.  If the NMC Card still has a critical failure (the Run/Fail LED is lit solid red), then remove and replace the NAC.  If the NMC Card still has a critical failure (the Run/Fail LED is lit solid red), then remove and replace the corresponding NIC. 

ARC Card Set:  The HiPer Access Router Card requires a corresponding PCI Dual 10/100B-T Ethernet NIC to operate.  The ARC Card is ESD Sensitive.  Always wear an anti-static strap when reseating or handling this card.

If the ARC Card is not communicating with the Network use the ping command to check connectivity to the network.  If the ARC Card cannot be pinged from the Backup NT Server check the LINK LED on the NIC Card.  If the LINK LED is not lit when the Ethernet Cable is connected replace the Ethernet Cable.  If the ARC Card still cannot be pinged from the Backup NT Server replace the Ethernet NIC.  If the ARC Card still cannot be pinged from the Backup NT Server replace the ARC NAC Card.

If the ARC Card displays a red indicator on the RN/FL LED, reseat both the ARC NAC and the corresponding NIC and repower the DAS.  If the ARC Card still has a critical failure (the Run/Fail LED is lit solid red), then remove and replace the NAC.  If the NMC Card still has a critical failure (the Run/Fail LED is lit solid red), then remove and replace the corresponding NIC. 

DSP Card Set:  The DSP requires a corresponding T1/E1 NIC to operate.  The DSP Card is ESD Sensitive.  Always wear an anti-static strap when reseating or handling this card.  Both the DSP NAC and NIC Cards are hot swappable.

If the DSP Card displays a red alarm LED and the CAR (carrier) LED is off, check the T1 connection (SPAN) to the NIC Card.  This is typically an indication of no T1 input to the card.  Isolating between the T1 cable the NIC or the NAC card can be accomplished by swapping with the adjacent DSP Card set.  If the cable is swapped to the adjacent Card Set and the problem moves with it then the problem is no data or carrier on the cable and the problem is either the cable itself or it is external to the OASIS system.  If the cable is swapped to the adjacent Card Set and the problem does not move then swap the NICs first, followed by the NAC until the faulty card is located.

If the DSP Card displays a red indicator on the RN/FL LED or the Fault LED, reseat both the DSP NAC and the corresponding NIC and repower the DAS.  If the DSP Card still has a critical failure (the Run/Fail LED is lit solid red), then remove and replace the NAC.  If the DSP Card still has a critical failure (the Run/Fail LED is lit solid red), then remove and replace the corresponding NIC. 

Power Supply Card Set (PS1 or PS2):  The Power Supply Unit (front) requires a corresponding Power Supply Interface (back) to operate.  Ensure the Power Supply is turned off and that the power cord is removed before removing and replacing a Power Supply Card (either PSU or PSI).

If the PSU or PSI Card displays a red indicator on the RN/FL LED or the Fault LED, reseat both the PSU and the corresponding PSI and repower the DAS.  If the PSU or PSI Card still has a critical failure (the Run/Fail LED is lit solid red), then remove and replace the card.

Testing Procedures

8.7.4.1 To reseat a card in the Duat Access Server

When any of the removable cards within the DUAT Access Server displays a failure indicator (LED), reseat the card using the follow procedure to attempt a recovery prior to ordering a replacement part.

Use the steps and safety precautions within the appropriate Remove and Replace Procedure for the faulty component to:

1.
Power off the DUAT Access Server.

2.
Reseat the faulty card (both the NAC and corresponding NIC).

3.
Power on the DUAT Access Server.

4.
Check if the fault indication has cleared.

8.7.4.2 To ping the NMC or ARC Cards

1.
From the Back-up NT Server, use the Start button, <Select> Start>Programs> Accessories>Command Prompt to open a DOS Window.

2.
At the prompt, <Type> ipconfig and ascertain the Site IP address XE "IP address" .

3.
Within the DOS Window, use the ping command to check connectivity to the following cards of the DUAT Access Server:

Table 8‑13.  Network Device IP Adresses
	Network Device
	IP Address

	DUAT Server 1 ARC
	xxx.xxx.xx.51

	DUAT Server 1 NMC
	xxx.xxx.xx.52

	DUAT Server 2 ARC
	xxx.xxx.xx.122

	DUAT Server 2 NMC
	xxx.xxx.xx.123


4.
When finished, <Click> the X to close the DOS Window and return to the Windows desktop.

8.8 
 XE "Maintenance" Maintenance Patch Panel

Each OASIS system contains a Maintenance Patch Panel (see Figure 8-23 and 
Table 8-11) located on the Front Panel of OASIS Rack 101.  The Maintenance Patch Panel contains dedicated connections to the network-visible devices of the system and is typically connected directly to each device’s Console Port.  The Maintenance Patch Panel is used to gain access to equipment that does not possess a console, such as the Flight Data Servers, XE "Flight Data Servers"   Remote Access Servers and DUAT Access Servers for maintenance and configuration purposes.  The Maintenance Patch Panel is a passive device that does not contain any active components.  The Maintenance Patch Panel is a LRU that does not contain any lower-level LRUs.
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Figure 8‑22.  Maintenance Patch Panel

Table 8‑14.  Maintenance Patch Panel Port Assignments

	1  NT SERVER #1

2  COMSTREAM 

3  EF DATA 

4  RAS 1
	 9   SWITCH #3

10  SWITCH #4

11  UPS A

12  UPS B
	17  FDS #2

18  N/C

19  WEATHER ROUTER (Seattle only)

20  DUAT #1 NMC

	5  FDS #1

6  N/C

7  SWITCH #1

8  SWITCH #2
	13  NT SERVER #2

14  COMSTREAM B (Seattle only)

15  EF DATA B (Seattle only)

16  RAS 2
	21  DUAT #1 ARC  (Seattle only)

22  DUAT #2 NMC (Seattle only)

23  DUAT #2 ARC  (Seattle only)

24  TI/E1 NIC


NOTE:  The table reflects the port assignments for all equipment connected to a Maintenance Patch Panel in a full OASIS configuration.  Most sites will not contain all the equipment listed and port assignments may vary slightly from site to site.

8.8.1 Controls and Indicators

The Maintenance Patch Panel is a static device, which does not contain any active components, or controls and indicators.

8.8.2 Setup/Configuration

Two RJ-45 Patch Cables are provided to interactively configure the Patch Panel, as necessary.  Typically, the Patch Cables are connected to utilize the NT Servers (1and 2) as consoles for the OASIS equipment that does not possess a console, such as the Flight Data Servers, Remote Access Servers and DUAT Access Servers.  The Patch Panel provides the hardware connection and is used in conjunction with the HyperTerminal XE "HyperTerminal"  software located on the NT Servers to gain access to these devices for maintenance and configuration purposes.  Procedures for using the Maintenance Patch Panel and the HyperTerminal software are located throughout the System Maintenance Manual, as necessary.

	8.8.3 Maintenance Procedures

  See Another Document
	The Patch Panel does not require any field-level maintenance.  If the Maintenance Patch Panel fails, remove and replace it.  For the interconnect information on LRUs, use the OASIS Site Drawing Package for your location.


Remove and Replace Procedures

NOTE:  Before replacing a Maintenance Patch Panel attempt the operational verification or testing procedure using a known good Patch Cable to ensure that the Patch Panel, not the Patch Cable, is faulty.

To remove a Maintenance Patch Panel, perform the following procedure:

1.
At the front of OASIS Rack 101, Unplug the RJ-45 Patch Cables from the Maintenance Patch Panel and set them aside.

2.
Loosen the 4 screws securing the unit into the rack and remove the rack mount hardware.

CAUTION:  Use extreme caution when cutting cable ties to avoid damaging the equipment.  Ensure that the item being cut is clearly visible.

3.
Carefully slide the Patch Panel forward enough to view the back of the unit.  It may be necessary to cut some cable ties to remove the unit far enough to gain access to the rear panel of the unit.

4.
Using a flat-head screwdriver, tag and remove all cables from the rear of the Patch Panel and make note of their placement.

5.
When the faulty unit is free of all connections, remove the faulty unit and replace it with the spare.

	  See Another Document
	To replace a Maintenance Patch Panel, perform the following procedure:


1.
Using a flat-head screwdriver, install all cables to the rear of the Patch Panel.  Use the interconnect information within the OASIS Site Drawing Package for your location to resolve any connection questions. 

2.
Once the cables are re-connected to the rear of the replacement unit, remove tag from cables, and install the rack mount hardware.

3.
Re-install the Patch Cables into the front of the unit and utilize the Operational Verification procedure to re-check the faulty port.

8.8.4 Testing/Verification

Operational Verification

8.8.4.1 To verify operation of a port on the Maintenance Patch Panel 

1.
At the Maintenance Patch Panel, connect the Backup NT Server (NT-2) to the port you want to test: NT-1, FDS-1, FDS-2, RAS-1, RAS-2, or Ethernet Switch‑#.

2.
At the Windows Desktop on the Backup NT Server, <Double-click> the HyperTerminal icon to display HyperTerminal XE "HyperTerminal"  window.

3.
At this window, <Double-click> the device to be tested (the device corresponding to the port selected from the Port Assignment Table).   Example: If Ports 5 or 17 were selected, <Double-click> the FDS icon or if Ports 4 or 16 were selected, <Double-click> the RAS icon.  The corresponding HyperTerminal window will be displayed.

4.
Within the HyperTerminal window, <Press> the Enter key to display a “Console Login:” prompt.  The appearance of the Console Login prompt varies slightly dependent upon the unit being accessed. 

5.
If a prompt is returned within the HyperTerminal window, the selected port is operational.
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	6.
<Click> the X button to close the HyperTerminal window, thus closing the hyper-terminal connection to the device.


 XE "Fault Isolation" Fault Isolation Checklist

If a faulty port is identified on the Maintenance Patch Panel, remove and replace the unit.

NOTE:  Before replacing a Maintenance Patch Panel, attempt the operational verification or testing procedure using a known good Patch Cable to ensure that the Patch Panel, not the Patch Cable, is faulty.

Testing Procedures

8.8.4.2 To verify the operation of the Maintenance Patch Panel

To verify the operation of the Maintenance Patch Panel, perform the following procedure for each port you wish to test.

1.
At the Maintenance Patch Panel, connect the Backup NT Server (NT-2) to the port you want to test: NT-1, FDS-1, FDS-2, RAS-1, RAS-2, or Ethernet Switch‑#.

2.
At the Windows Desktop on the Backup NT Server, <Double-click> the HyperTerminal icon to display Hyperterminal window.

3.
At this window, <Double-click> the device to be tested (the device corresponding to the port selected from the Port Assignment Table).   Example: If Ports 5 or 17 were selected, <Double-click> the FDS icon or if Ports 4 or 16 were selected, <Double-click> the RAS icon.  The corresponding HyperTerminal window will be displayed.

4.
Within the HyperTerminal window, <Press> the Enter key to display a Console Login: prompt.  The appearance of the Console Login prompt varies slightly dependent upon the unit being accessed. 

5.
If a prompt is returned within the HyperTerminal window, the selected port is operational.
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	6.
<Click> the X button to close the HyperTerminal window, thus closing the hyper-terminal connection to the device.


8.9  XE "Maintenance" A/B Switch

Each OASIS system contains an A/B Switch (see Figure 8-24 and 
Table 8-12) located on the Front Panel of OASIS Rack 100 (100A8).  Figure 8-25 shows the rear cable connections.  The A/B Switch is used to acquire and maintain connectivity between NADIN II and the OASIS NT Servers.  The switch is typically used when the operating of one server is being switched to the other.  If NT Server 1 is being shutdown the switch is set to position (B).  If NT Server 2 is being shutdown the switch is set to position (A).  Prior to beginning any maintenance functions verify that the A/B Switch is set in the correct position.  

This connectivity is obtained using a two position switch which can be positioned at either (A) or (B).  When the switch is placed in position (A) NT Server 1 is interfaced to NADIN II.  When the switch is placed in position (B) NT Server 2 is interfaced to NADIN II.  

The A/B Switch is used to either the (A) or (B) positions and does not possess a console, such as the Flight Data Servers, XE "Flight Data Servers"  Remote Access Servers and DUAT Access Servers for maintenance and configuration purposes.  The A/B Switch is a passive device that does not contain any active components and is considered an LRU that has no lower-level LRUs.
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Figure 8‑23.  A/B Switch Front View

Table 8‑15.  A/B Switch Selector Assignments

	Selector Position
	Selector Assignment

	A
	When the switch is placed in position (A) NT Server 1 is interfaced to NADIN II.

	B
	When the switch is placed in position (B) NT Server 2 is interfaced to NADIN II.


8.9.1 Controls and Indicators

The A/B Switch is a static device, which does not contain any active components, or controls and indicators.

8.9.2 Setup/Configuration

Two RJ-45 Patch Cables are provided to connect the A/B Switch to the NT server from the rear; Figure 8-25 illustrates these connections.  The top connector provides for system communications between the A/B Switch and the OASIS.  The remaining two connectors are used to physically connect NT Server 1 ( A – Right) and NT Server 2 (B – Left).
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Figure 8‑24.  A/B Switch Rear View Connections

	8.9.3 Maintenance Procedures

  See Another Document
	The A/B Switch does not require any field-level maintenance.  If the A/B Switch fails, remove and replace it.  For the interconnect information on LRUs, use the OASIS Site Drawing Package for your location.


Remove and Replace Procedures

NOTE: Removing and replacing the A/B Switch will render the site inoperable.

To remove the A/B Switch, perform the following procedure:

1.
At the rear of OASIS Rack 100, disconnect the cables from the rear of the A/B Switch.

2.
Using a flat-head screwdriver, tag and remove all cables from the rear of the A/B Switch and make note of their placement.

3.
Loosen the 4 screws securing the unit onto the rack.

4.
Confirm that all cables have been removed and that the unit can be taken out of the rack without any entanglement.

5.
Remove the faulty unit and replace it with the spare.

	  See Another Document
	To replace the A/B Switch, perform the following procedure:


1.
Using a flat-head screwdriver, install all cables to the rear of the A/B Switch.  Use the interconnect information within the OASIS Site Drawing Package for your location to resolve any connection questions. 

2.
Once the cables are re-connected to the rear of the replacement unit, remove tag from cables.

3.
Re-install the A/B Switch onto the rack.

8.9.4 Testing/Verification

Operational Verification

8.9.4.1 To verify and test the operation of the A/B Switch

1.
At the A/B Switch, change the selector to an alternate position.

2.
<Click> OWLG on the Task Bar.  When NT-1 is selected ("A" is selected on the A/B Switch), the state of  NT-1 should be "WAN UP”.  When NT-2 is selected  ("B" is selected on the A/B Switch), the state of  NT-2 should be "WAN UP”.

NOTE:
When switching between "A" and "B", it can take up to 2 minutes for the status to be updated.

3.
View the Interface Status list to ensure that the appropriate Server shows WAN UP.

4.
Alternate the position of the switch to ensure connectivity to NT 
Server 1 and NT Server 2 can be accomplished.  If displays indicate connectivity to the appropriate NT Server the A/B Switch is functioning properly.

 XE "Fault Isolation" Fault Isolation Checklist

If the A/B Switch does not connect to either NT Server 1 or NT Server 2, remove and replace the unit.
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