7   Vendor Weather Subsystem

7.1 Overview

This section provides the necessary setup and configuration information for each LRU within the Vendor Weather Subsystem.  This section is divided into paragraphs that include the following topics for each LRU:

· Control and Indicators

· Setup and Configuration

· Maintenance Procedures

· Testing and Operational Verification Procedures

The Maintenance Procedures section contains both preventive and corrective maintenance information, including Remove and Replace procedures.

7.2 Antenna Assembly

The Antenna Assembly utilizes a single, Ku-band antenna (satellite dish) to receive both the HWDS and the UWDS data streams from the Galaxy satellite.  The antenna size may vary between 1.8, 2.4 or 3.7 meters dependent upon geographic location and annual precipitation levels.  The HWDS data is received at a 1.024 Mbps data rate from the Harris Weather Hub located in Palm Bay, FL.  The UWDS data is received at a 1.024 Mbps data rate from the Unisys Hub located in Kennett Square, PA.  Each Antenna Assembly contains a LNB/Downconverter and some contain deicing circuitry, where necessary.  The LNB/Downconverter converts the received Ku band signal to an L-band RF signal.  The signal is then routed from the antenna to the ComStream Satellite and EF Data Receivers using a single RF cable.  The LNB/Downconverter within the Antenna is powered using a +18VDC bias tee voltage supplied by the ComStream Satellite Receiver or the EF Data Receiver.

The Seattle AFSS and DTC uses a redundant VW Subsystem which adds redundant hardware for supporting up to 120 DUAT dial-up users, processing AWD and serving weather products for OASIS sites in the Weather Backup mode of operation.

The Antenna Assembly contains the following lower-level LRUs:

· Ku Band Antenna (1.8M, 2.4M or 3.7M)

· Low Noise Block/Downconverter (Ascent Media to remove and replace)

· Transient Eliminator/Surge Suppresser

· Power Divider 
7.2.1 Controls and Indicators

The Antenna Assembly and its LRUs do not contain any controls or indicators.

7.2.2 Setup/Configuration

The Antenna Assembly is setup during the installation by Ascent Media, and requires no further setup or configuration at the field level or field level maintenance.  If a problem with the setup or alignment of the Antenna is suspected, call the Harris Help Desk immediately.  Anti-icing capabilities are provided at those sites requiring such capability.

7.2.3 Maintenance Procedures

If the antenna is damaged or moved, Harris is responsible for performing the Remove and Replace Procedures or the Alignment Procedure on the OASIS Antenna.

Remove and Replace Procedures

	  See Another Document
	For the interconnect information on LRUs, use the OASIS Site Drawing Package for your location.


7.2.3.1 To remove and replace the LNB/Downconverter

	  Call Harris Help Desk
	· If it becomes necessary to remove and replace the LNB Downconverter,  call the Harris Help Desk.

· Removal and Replacement procedures are performed by Ascent Media.


7.2.3.2 To remove and replace the Transient Eliminator

1.
Power down both the ComStream Satellite Receiver and the EF Data Satellite Receiver.

2.
Locate the Transient Eliminator in a weatherproof box near where the antenna cable enters the facility.

3.
Remove the cables from the F-type connectors on the input and output of the Transient Eliminator and make note of connections.

4.
Remove the screws and remove the Transient Eliminator from its mounted position.

5.
Install the replacement unit in its place and re-attach the screws.

	  See Another Document
	6.
Re-connect the cables to the F-type connectors on the input and output of the Transient Eliminator.  Use the OASIS Site Drawing package if necessary, for interconnect information.


7.2.3.3 To remove and replace the Power Divider
OASIS uses a Diode Steered Power Divider to provide +18 VDC bias tee voltage to the Antenna.  Both the ComStream Satellite Receiver and the EF Data Receiver output +18 VDC bias tee voltage to the Power Divider.  The Power divider then sends a single + 18 VDC bias tee voltage signal to the antenna.  This redundancy in signal allows the Power Divider to maintain +18 VDC output if either the ComStream Satellite Receiver or the EF Data Receiver fails. 

1.
Power down both the ComStream Satellite Receiver and the EF Data Satellite Receiver.

NOTE:  For those systems that have multiple ComStream Satellite Receivers and/or EF Data Receivers, all receivers connected to the power divider must be powered down.

2.
Locate the Power Divider as shown in Figure 7-1, in the back of OASIS Rack 100.   It is located on the lower left side where the Antenna Cable enters the Rack.  A spare power divider will be tie-wrapped in approximately the same location.
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Figure 7‑1.  Power Divider

3.
Remove the cables from the F-type connectors on the input and the outputs of the Power Divider and make note of connections.

4.
Remove the screws and remove the Power Divider from its mounted position.

	5.
Install the replacement unit in its place and re-attach the screws.

  See Another Document
	6.
Re-connect the cables to the F-type connectors on the input and outputs of the Power Divider.  Use the OASIS Site Drawing package if necessary, for interconnect information.


7.2.4 Testing/Verification

The Antenna Assembly supplies the L-band signal to the OASIS rack equipment across a single cable.  Two separate data streams (HWDS and UWDS) must be available within the L-band signal for the Antenna Assembly to be considered operational. 

From the Antenna Assembly, the L-band signal is routed to a power divider.  One side of the power divider is connected to the radio frequency (RF) input of the ComStream Satellite Receiver.  The ComStream Satellite Receiver provides the demodulation and bit synchronization for the UWDS.  The second half of the split L-band signal is connected to the EF Data Satellite Receiver.  The EF Data Receiver provides the demodulation and bit synchronization for the HWDS portion of the L-band. 

Operational Verification

To verify that the Antenna Assembly is operating correctly, ensure that both the ComStream Satellite Receiver and the EF Data Receiver are receiving a signal from the Antenna Assembly.

1.
When the ComStream Satellite Receiver is operating properly, the Power and Sync indicators on the Front Panel should be lit green and the Fault indicator (red) should not be lit. 

2.
Under normal operating conditions the Power and Carrier Detect indicators on the EF Data Receiver should be lit green.

 XE "Fault Isolation" Fault Isolation Checklist

If no signal is available at the OASIS Rack, as indicated by the lack of Front Panel lights on both Receivers, the following items should be checked:

· LNB/Downconverter

· Antenna Cable

· Transient Eliminator

· Antenna Alignment

· Power Divider

To quickly check the signal path between the ComStream Satellite Receiver and the antenna,  remove the antenna cable from the LNB/Downconverter and use a voltmeter to check for +18 VDC at the antenna end of the cable.

	   Call Harris Help Desk
	If the +18 VDC is available at the Antenna, the cables and Transient Eliminator should be functional.  Suspect the LNB/Downconverter or the Antenna Alignment.  Call the Harris Help Desk.  If the +18 VDC is not available at the Antenna, chase the voltage back the cable path through the Transient Eliminator, the power divider, and to the ComStream Satellite Receiver or the EF Data Receiver.


· Check the signal strength being received at the ComStream.  If the Eb/N0 is below 6 or higher than 11 with no heavy weather, call the Harris Help Desk.

· Perform the Antenna Assembly Fault Isolation Checklist to verify the Antenna Assembly equipment.

· To verify that the ComStream Satellite Receiver and the EF Data Receiver are outputting data, perform the procedures described under "Operational Verification of the WGS".

7.3 ComStream Satellite Receiver

The ComStream Satellite Receiver, also called the UWDS Receiver, is located within Rack 100 and provides demodulation and bit synchronization for the UWDS data stream.  The ComStream Satellite Receiver, shown in Figure 7-2, receives the downconverted L-band signal from the antenna and supplies a demodulated and bit-synchronized output signal to the Unisys Gateway, which utilizes a PC to perform the radar data preprocessing.  The ComStream Satellite Receiver contains an auto-sensing power supply that allows the unit to accommodate most common AC power sources, including both European and US.  The ComStream Satellite Receiver is an LRU that contains no lower-level LRUs and requires no field-level maintenance.
The ComStream signal strength is monitored by the WGS via the Maintenance Patch Panel.  The red patch cables on the maintenance patch panel connect the com ports on the WGS to the ComStream (and EF Data Modem).
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Figure 7‑2.  ComStream Satellite Receiver

7.3.1 Controls and Indicators

The Front Panel indicators are described in Table 7-1 and shown in Figure 7-3.  There are no front panel controls.

Table 7‑1.  ComStream Satellite Receiver Front Panel Controls and Indicators

	Name
	Description

	Power (Green/Red)
	Green - indicates power is On and functioning properly.

Red – indicates a fault condition exists.

	Sync (Green)
	On - indicates that the unit is locked onto a Radio Frequency (RF) carrier frequency.

Blinking - indicates that the signal quality is below normal but above minimum signal quality.

Off – indicates that the unit is Off or the incoming signal is below the minimum signal quality threshold.

	Enable (Green)
	On – indicates when In-Band Signaling (IBS) is enabled and the unit is locked to a satellite carrier with valid IBS data.

Off – indicates that the unit is powered Off or IBS is Off. 

Note:  Off – is the normal indication for OASIS.
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Figure 7‑3.  Receiver Front Panel Indicators

The rear panel controls and indicators are described in Table 7-2 and shown in Figure 7-4.

Table 7‑2.  ComStream Satellite Receiver Rear Panel Controls and Indicators

	Name
	Description

	Radio Frequency (RF) Input
	Accepts the L-band signal from and supplies DC voltage to the Low-noise Block Downconverter (LNB)

	User Data

(Not Used)
	Supplies asynchronous RS-232 ASCII characters issued from a Monitor & Control (M&C) Data Junction (DJ) Command received over the Satellite Control Channel (SCC).

	Monitor & Control (M&C)
	Provides bi-directional monitor and control of the ComStream Satellite Receiver options using asynchronous RS-232 or RS-485 levels.

	Auxiliary

(Not Used)
	This status relay output may be used to trigger an external alarm when an error is detected in receiver operation,

	Data
	Supplies the user data stream as RS-422 synchronous clock and data.

	AC Input
	AC Power Input
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Figure 7‑4.  ComStream Satellite Receiver (Rear View)

7.3.2 Setup/Configuration

The ComStream Satellite Receiver is configured prior to deployment and requires no setup or configuration at the field level, other than connecting it to the system per the Site Drawing Package and powering on the unit.  However the steps to check the current configuration and the configuration setting are listed in Table 7-3 for troubleshooting purposes.

Table 7‑3.  ComStream Configuration Settings

	Param
	Description
	Param Range
	Param
	Description
	Param Range

	AG
	AGC Gain Factor – Displays the gain factor applied to the received RF signal..
	N/A
	AI
	Alarm Interval
	0 to 65535

	AO
	Acquisition Offset Frequency (in Hertz)
	-4000000 to 4000000
	AQ
	Acquisition # (0=no acq, 1=fade,  2=power-up acq)
	0, 1, 2

	BR
	Baud Rate
	Rate: 300, 600, 1200,2400,4800,9600, and 19200
	CPA
	Packet Address
	1 to 31

	CPS
	Packet-Only
	0, 1
	DAE 0
	Demodulator Alarm Enable #0
	0, 1

	DAE 1
	Demodulator Alarm Enable #1
	0, 1
	DAE 2
	Demodulator Alarm Enable #2
	0, 1

	DAE 3
	Demodulator Alarm Enable #3
	0, 1
	DAL 0
	Demodulator Alarm Latching #0
	0, 1

	DAL 1
	Demodulator Alarm Latching #1
	0, 1
	DAL 2
	Demodulator Alarm Latching #2
	0, 1

	DAL 3
	Demodulator Alarm Latching #3
	0, 1
	DAM
	Demodulator Alarm Mask 
	(0 to 0xFFFFFFFF)

	DD
	Differential Decoding (0=disabled,  1=enabled)
	0, 1
	DDI
	Demodulator Data Invert
	0, 1

	DE
	Data Enable
	0, 1
	DEE
	Demodulator Terminal Echo (0=disabled,  1=enabled)
	1

	DFT
	Digital Filter Type
	0
	DI
	Spectral Inversion (0=disabled,  1=enabled)
	0

	DID
	Demodulator ID
	0 to 255
	DII
	X.21 Indictor Inversion
	0, 1

	DPF
	Demod Fault/Status Flag Format (D=decimal,  X=hex)
	D, X
	DTB
	Establish Demodulator Telephone Backlink
	0, 1

	DTI
	Demodulator Telco Initialization
	1 to 40 ASCII Characters
	DTN
	Demodulator Backlink Telephone Number
	0 or ASCII string up to 40 characters

	EB
	Signal Strength
	6 to 11
	EM
	Eb/No Minimum Receive Level
	0

	ET
	Eb/No Threshold
	0.1 to 22.0
	EX
	Maximum Eb/No
	0

	LT
	LNB Type
	0, 1, 2
	LTA
	Link Table Acquire
	A, B

	LTD
	Link Table Define
	· Table A, B

· Rate: 64000 bps to 8448000 bps

· Frequency:950000 to 1850000 kHz

· 340000 to 4200000 kHz

· 4500000 to 4800000 kHz

· 10950000 to 11699999 kHz

· 11700000 to 12200000 kHz

· 12250000 to 12750000 kHz

· rm: 0, 1

· rc: 0, 1, 2, 3, 4, 5, 6, 7, 8, 9

· rsc: 1, 2

· ibs:0, 1
	LTE
	Link Table Enable (1 enables current link table, 2 enables both link tables)
	a. 1, 2

	LTW
	Link Table Wait
	0, 1 to 14400
	MR
	Master Reset
	0, 1

	OM
	ODU Fault Mask
	0, 1
	PE
	Password Enable
	0, 1

	P1
	User Data Port Baud Rate
	· Rate: 300, 600, 1200, 2400, 4800, 9600, 19200

· Data Bits: 7, 8

· Parity: O, E, N

· Stop bits: 1, 2
	PWD
	Change Password
	5 to 10 ASCII Characters

	Q0
	Low Signal Quality Threshold Level
	0, 22
	Q1
	High Signal Quality Threshold Level
	0, 22

	SD
	Data Descrambling (0=disabled,  1=enabled)
	0, 1
	SIR
	SCC In-band Receive Rate
	300 to 20000

	SRB
	Receive Data Bytes per Synchronizing Byte
	1 to 7
	
	
	


7.3.2.1 To access the Receiver and check the configuration settings

1.
At the Maintenance Patch Panel, connect the backup NT Server (NT 2) to the ComStream Satellite Receiver.

2.
At the Windows Desktop on NT Server-2, <Double-click> the HyperTerminal icon.

3.
<Double-click> the ComStream.ht icon to access the HyperTerminal window.

4.
Within HyperTerminal window, <Press> the Enter key to display the  prompt.

NOTE:  No Username and Password are required to access the ComStream Satellite Receiver.

5.
At the prompt, <Type> DP(? to display the configuration parameters of the ComStream.  The ComStream should return a display similar to the following; the actual returned values will not match exactly:

	AG 183
	AI 0
	AO –33794
	AQ 0

	B1 100
	B2 0
	B3 100
	B4 100

	BR 1200, 0, 7, 1
	CE 63
	CPA 31
	CPS 0

	DAM 0XFFFF 
	DCI 0
	DD 1
	DDI 0

	DE 1
	DEE 1
	DFT 0
	DI 0

	DID 0, 105609
	DII 0
	DPF X
	DTB 0

	EB 8.2
	EM 3.2
	ET 3-5
	EX 11.0

	FL 0x 18001CO
	LO 6629
	LT 1
	LTE 1

	LTW 0, 0
	OM 1
	P1 2400, 0, 7, 1
	PE 0

	Q0 3.0
	Q1 6.0
	RB 89
	RF 11799500

	RR 1024000
	SD 1
	SIR 9600
	SRB 3

	SRQ 9600
	ST 0x800000
	
	

	LTD A 102400, 11799500, 1, 8, 0, 0


NOTE:  The EB parameter can be affected by heavy weather.  If the EB value is below 7 during bad weather wait for the weather to clear and recheck the value using the DP ? command.  The ComStream Satellite Receiver should re-sync and begin receiving data on it’s own when the weather improves.

6.
Check the returned display for the parameter EB to be above 7.  EB represents the energy per bit (Eb) over the Noise ratio (N0).  If this number is below 7 or out of range (higher that 11 for an extended period of time) call the Harris Help Desk.

7.3.3 Maintenance Procedures

The ComStream Satellite Receiver is an LRU that contains no lower-level LRUs and requires no field level maintenance.  If the unit is receiving a good signal from the antenna but is not operating properly, remove and replace it.

	Remove and Replace Procedures

  See Another Document
	For the interconnect information on LRUs, use the OASIS Site Drawing Package for your location.


7.3.3.1 To remove and replace the ComStream Satellite Receiver

	  See Another Document
	1.
Starting with the power cable, tag and remove all cables.


2.
Remove the screws and carefully slide the ComStream Satellite Receiver out of the front of the rack.

3.
Slide the replacement ComStream Satellite Receiver into the rack and install the screws.

	  See Another Document
	4.
Starting with the power cord, connect the cables and remove tags.


5.
The ComStream Satellite Receiver automatically powers up when the AC power cord is attached to the unit and its AC power source.  Upon power up the Power and Sync indicators on the Front Panel should light.

6.
Ensure that the system is receiving radar data by monitoring the Unisys Gateway receiving data per the Testing/Verifications procedures.

7.3.4 Testing/Verification

The ComStream Satellite Receiver is an LRU that contains no lower-level LRUs and requires no field level maintenance.  If the unit is receiving a good signal from the antenna but is not operating properly, remove and replace it.

Operational Verification

When the ComStream Satellite Receiver is operating properly the Power and Sync indicators on the Front Panel should be lit green.

 XE "Fault Isolation" Fault Isolation Checklist

· If the operational verification fails, check the signal strength being received at the ComStream.   If the Eb/N0 is below 6 or higher than 11 with no heavy weather, call the Harris Help Desk.

· If the operational verification fails, perform the Antenna Assembly Fault Isolation Checklist to verify the Antenna Assembly equipment.

7.3.4.1 To access the ComStream Satellite Receiver to check signal strength

1.
At the Maintenance Patch Panel, connect the backup NT Server (NT 2) to the ComStream Satellite Receiver.

2.
At the Windows Desktop on NT Server-2, <Double-click> the HyperTerminal icon.

3.
<Double-click> the ComStream.ht icon to access the HyperTerminal window.

4.
Within HyperTerminal window, <Press> the Enter key to display the  prompt.

NOTE:  No Username and Password are required to access the ComStream Satellite Receiver.

5.
At the prompt, <Type> DP(? to display the configuration parameters of the ComStream.  The ComStream should return a display similar to the following, however the actual returned values will not match exactly:

	AG 183
	AI 0
	AO –33794
	AQ 0

	B1 100
	B2 0
	B3 100
	B4 100

	BR 1200, 0, 7, 1
	CE 63
	CPA 31
	CPS 0

	DAM 0XFFFF 
	DCI 0
	DD 1
	DDI 0

	DE 1
	DEE 1
	DFT 0
	DI 0

	DID 0, 105609
	DII 0
	DPF X
	DTB 0

	EB 8.2
	EM 3.2
	ET 3-5
	EX 11.0

	FL 0x 18001CO
	LO 6629
	LT 1
	LTE 1

	LTW 0, 0
	OM 1
	P1 2400, 0, 7, 1
	PE 0

	Q0 3.0
	Q1 6.0
	RB 89
	RF 11799500

	RR 1024000
	SD 1
	SIR 9600
	SRB 3

	SRQ 9600
	ST 0x800000
	
	

	LTD A 102400, 11799500, 1, 8, 0, 0


NOTE:  The EB parameter can be affected by heavy weather.  If the EB value is below 7 during bad weather wait for the weather to clear and recheck the value using the DP ? command.

6.
Check the returned display for the parameter EB to be above 7.  EB represents the energy per bit (Eb) over the Noise ratio (N0).  If this number is below 7 or out of range (higher that 11) for an extended period of time call the Harris Help Desk.
7.4 Unisys Gateway PC

The Unisys Gateway PC, also called the Radar Processor, utilizes a Unisys PC to perform NEXRAD radar data preprocessing.  Using Unisys WeatherMax software the Unisys Gateway PC extracts and preprocess the WSR-88D radar and radar mosaic products prior to passing them to the Weather Graphics Server via a 10B-T Ethernet connection.  The Unisys Gateway PC resides in the Equipment Room near the OASIS Racks and consists of a PC that includes a Hard Drive and a 3.5” Floppy Drive, a Monitor, and a Keyboard.  The type of PC, Monitor, and Keyboard that comprise the Unisys Gateway varies from site to site.  Prior to performing maintenance on the Unisys Gateway the user must determine which type of PC is present at their facility.  Located at the end of this section are a series of appendices that describe, in both tabular format and pictorially, the LRUs and controls and indicators for each PC hardware configuration.  Table 7-4 is included as an aid in determining which appendix to refer to after determining which PC is present at the facility.

Table 7‑4.  Unisys Gateway PC Appendices Identification

	Unisys Gateway PC
	Appendix

	Dell OptiPlex GX1
	Appendix B.1

	Dell Optiplex GX200
	Appendix B.2

	Dell Precision 340
	Appendix B.4

	Dell Precision 360
	Appendix B.5


7.4.1 Setup/Configuration

Due to security, user interface is not available.

7.4.2 Maintenance Procedures

The Unisys Gateway PC requires no field level maintenance.  If a problem with the display, <Press> Alt + X to reset the display.  If the Gateway PC is not operating properly, remove and replace it.

	Remove and Replace Procedures

  See Another Document
	For the interconnect information on LRUs, use the OASIS Site Drawing Package for your location.


7.4.2.1 To Perform a graceful shutdown of the Gateway PC
1.
Precision 340 running Solaris 8 Operating System: Using the mouse, <Right-Click> on the desktop and <Select> Programs > Command Tool  to bring up a command window. 
OR
Precision 360 running Solaris 9 Operating System:  Using the mouse, <Right-Click> on the desktop and <Select> Tools > Terminal  to bring up a command window.

2.
<Type> su(root to get to the root directory.and <Type> the Password when prompted.
3.
At the root directory <Type> halt

4.
When prompted to “press any key to continue”, turn off the computer.

5.
Power down the Unisys Gateway on the front panel of the unit.

7.4.2.2 To Power up the Gateway PC
1.
Power up the Gateway PC on the front of the unit.  When the PC has booted up, the WeatherMax Gateway screen should be displayed (no logon necessary).

7.4.2.3 To remove and replace the Gateway PC

1.
Precision 340 running Solaris 8 Operating System: Using the mouse, <Right-Click> on the desktop and <Select> Programs > Command Tool  to bring up a command window. 
OR
Precision 360 running Solaris 9 Operating System:  Using the mouse, <Right-Click> on the desktop and <Select> Tools > Terminal  to bring up a command window.
2.
<Type> su(root to get to the root directory, and type the Password when prompted.

.3.
At the root directory <Type> halt

4.
When prompted to “press any key to continue”, turn off the computer.

5.
Power down the Unisys Gateway on the front panel of the unit.

6.
Starting with the power cable, disconnect all cables from the rear panel of the Gateway PC.

7.
Remove the Gateway PC from its location.

	8.
Place the replacement Gateway PC on its table-top or rack location.

  See Another Document
	9.
Reconnect the Gateway PC per the Site Drawing Package.


10.
Power up the Gateway PC on the front of the unit.  When the PC has booted up, he WeatherMax Gateway screen should be displayed (no logon necessary).
7.4.2.4 To remove and replace the Monitor, Mouse or Keyboard

1.
Power down the Unisys Gateway PC.

2.
At the rear panel of the Unisys Gateway PC disconnect the unit to be replaced (monitor, mouse or keyboard).  If the monitor is being replaced, disconnect the monitor power cable from the rear of the monitor.

3.
Remove the monitor, mouse or keyboard from its location.

	4.
Replace the monitor, mouse or keyboard.

  See Another Document
	5.
Reconnect the monitor, mouse or keyboard to the Unisys Gateway PC per the Site Drawing Package.  If the monitor is being replaced, connect the monitor power cable into the rear of the monitor.


6.
Power up the Unisys Gateway PC.

7.4.3 Testing/Verification

7.4.3.1 Operational Verification

To verify that the Unisys Gateway PC is receiving, processing, and outputting data, monitor the Gateway’s WeatherMax Screen Saver.  There are two different versions of the screen saver, as displayed in Figure 7-5 and Figure 7-6.

Screen Saver Type 1

A loss of input data to the Gateway will result in the following conditions:

· A loss of the Throughput Data displayed on the WeatherMax Gateway Screen Saver.

· Throughput (Tput) decrementing to zero.

· Average Throughput (AvgT) decrementing to zero.

A loss of the LAN path between the Gateway and the Weather Graphics Server will result in the following conditions:

· The LAN/WxData’s “Free” column will start to decrement.

· When LAN/WxData’s “Free” column decrements to approximately 55%, the LAN/WxData display will change from white to yellow.

· When LAN/WxData’s “Free” column decrements to approximately 20%, the LAN/WxData display will change from yellow to red.

· After approximately 10 minutes, the LAN/WxData’s “State” column will change from Active (A) to Degraded (D).

[image: image5.png]THROUGHPUT

DATA

WeatherMAX Gateway VX.XX

iDate Oct 13 2001

1
it # # b #E #H #Time 18:50:21 :
it T BERBEEEE  BEE BEEE  BBE #UD 419 ;
e B B #RHE IEDNO ;
B S A S LOED :
S PR A HHSH S Tput 859380 ;
E!#g####;ﬁ########################################## st JAVGT 509403 5
S B 0N~ — == = = = = = = = = = o e |

1
E State Disc  Products Sid/Pid Done Bad Free Low |
' ISDN 0 0 0000 0% O :
 SATTELLITE A 0 62741  0/000 0% 0 ;
' LAN/ASD :
: LAN/WxData A 0 23967 0/000 0% O 100% 93% |
 LAN/ISDN-0 ;
 LAN/ISDN-1 :
' LAN/ISDN-2 :
 LAN/ISDN-3 i
o ]
i F1 F2 F3 F4 F5 F6 F7 ALT-X |
: RESET  TERM :

11/07/01

1608-090




Figure 7‑5.  WeatherMax Gateway Screen Saver1

Screen Saver Type 2
A loss of input data to the Gateway will result in the following conditions:

· In the Gateway Status area of the Screen Saver, the Throughput bps displays as zero.

A loss of the LAN path between the Gateway and the Weather Graphics Server will result in the following conditions:

· In the User Status area the Low Buf column will start to decrement.  When it reaches zero, it immediately displays as 100% and remains there.
· After approximately 10 minutes, in the User Status area the Status column will change from active (CONN) to Degraded (DISC).
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Figure 7‑6.  WeatherMax Gateway Screen Saver2

7.4.3.2 Testing Procedures

Verify that the WGS is receiving both Radar and Radar Mosaic weather products using the Backup NT Server:

1.
At the Backup NT Server (NT 2), <Select> Start>Programs>Accessories>Command Prompt.

2.
At the Command Prompt, <Type>Telnet(xx.xxx.xxx.15, where "xx.xxx.xxx" is equal to the Site IP address for your location and "15" is equal to the WGS IP address.).

3.
At the login prompt, <Type> the appropriate non-privileged Username and Password for the WGS.

4.
At the prompt, <Type> su(–(Username  (privileged) and <Press> Enter.  At the next prompt, <Type> the privileged Password and <Press> Enter.

5.
At the prompt, <Type> rlog or cd(/data/logfiles/recvprod to navigate to the directory /data/logfiles/recvprod.

6.
<Type> ls to view the files within the /recvprod directory and ensure that the files get, nxrhndl and moshndl appear within the directory.

7.
To view the WGS receiving UWDS (NEXRAD) data, <Type> 
tail(-f( nxrhndl.  The system should respond by displaying a list of incoming NEXRAD radar products that is being updated every few seconds.

8.
To exit this mode <Press> the Ctrl and C keys, simultaneously. 

9.
To view the WGS receiving UWDS (mosaic) data, <Type> 
tail(-f(moshndl.  The system should respond by displaying a list of incoming radar mosaic products.

NOTE:  Radar (regional) mosaics come in on a cycle of approximately every 5 minutes.

10.
To exit this mode <Press> the Ctrl and C keys, simultaneously. 

NOTE:  For security reasons it is important to end the window session and logoff the WGS when finished. 

11.
When finished, <Type> exit at the prompt and <Press> Enter to log off the privileged user account.
12.
<Type> exit at the prompt and <Press> the Enter key to log off of the non-privileged user account.
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	13.
<Click> the X button to close the Command Prompt window.


7.4.3.3  XE "Fault Isolation" Fault Isolation Checklist

· If the operational verification fails, check to ensure that the ComStream Satellite Receiver has the Power and Sync indicators lit green.  If the ComStream indicators are OK but the Gateway is not receiving data, suspect the Unisys Gateway (which includes a GCOM Cable).

7.5 EF Data Satellite Receiver

	  See Another Document
	The OASIS employs either a SDR-54 or SDR-54A EF Data Satellite Receiver to provide bit synchronization and demodulation of the HWDS Demodulator, is a rack mounted unit located within Rack 100.  The EF Data Receiver converts the L-band modulated data into a standard serial RS-449 data output, then sends the HWDS data to the WGS for processing.  The RS-449 output consists of an RS-442 electrical interface with a DB-37 pin connector.  The unit contains an auto-sensing power supply that allows it to accommodate most common AC power sources, including both European and US.  Functionally the SDR-54 and SDR-54A are identical.  The only difference between the two receivers is, the SDR-54’s front panel contains two controls with corresponding indicators, for monitoring external status (Antenna Alignment and LNB Power) and the SDR-54A does not.  The Antenna Alignment is not used within the OASIS configuration.  The EF Data Receiver is a LRU that contains no lower-level LRUs and requires no field-level maintenance.  For further detailed information on the EF Data Receiver refer to the SDR-54 and SDR-54A Installation and Operation Manual.


The EF Data Satellite Receiver signal strength is monitored by the WGS via the Maintenance Patch Panel.  The red patch cables on the Maintenance Patch Panel connect the Com ports on the WGS to the EF Data Satellite Receiver (and to the ComStream Receiver).
7.5.1 
SDR-54 Controls and Indicators

The SDR-54 front and rear panel controls and indicator are shown in Figure 7-7 and Figure 7-8 and described in Table 7-5 and Table 7-6.
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Figure 7‑7.  EF Data Receiver (SDR-54) Controls and Indicators – Front Panel

Table 7‑5.  EF Data Receiver (SDR-54) Controls and Indicators – Front Panel

	Status
	Color
	Description

	Power LED
	Green
	Indicates that sufficient power is applied to the unit.

	Fault LED
	Red
	Indicates a demodulator or decoder fault condition.

	Carrier Detect LED
	Green
	Indicates the presence of an RF carrier signal.

	Antenna Align LED (not used)
	Green
	Indicates the Antenna Alignment feature is enabled.

	Antenna Alignment Button (not used)
	
	Enables the Antenna Alignment feature and lights the corresponding indicator.

	Low Noise LED
	Green/Red
	Green – Indicates that the current drawn by the Low Noise Block (LNB) Converter is within limits.

Red – Indicates that the current drawn by the LNB is out of limits.

	Low Noise Block Converter Push Button
	
	Enables the LNB Power feature and lights the corresponding indicator.

	Monitor & Control (M & C) Remotes Connector
	
	This port enables the user to exercise the Command and Status commends remotely.  This port is accessible from the front or rear of the unit.  Only one of these ports may be used at a time.


CAUTION:  DO NOT enable the Antenna Alignment button on the SDR-54 EF Data Receiver.  This feature is not used in any OASIS configuration and could cause damage to the ComStream Satellite Receiver.  The LNB indicator should always be ON.
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Figure 7‑8.  EF Data Receiver (SDR-54) Controls and Indicators – Rear Panel

Table 7‑6.  EF Data Receiver (SDR-54) Controls and Indicators – Rear Panel

	Status
	Description

	Power Switch
	I Position – Applies power to the unit.

0 Position – Removes power from the unit.

	AC Input
	AC Power input.

	RF Input (J1)
	75( antenna output  

	Data Out Connector
(J4)
	The EIA-232 or EIA-422 interface between the demodulator and use equipment.

	Monitor & Control (M & C) Connector
(J3)
	This port enables the user to exercise the Command and Status commends remotely.  This port is accessible from the front or rear of the unit.  Only one of these ports may be used at a time.

	Fault Connector (J2)
	External Fault Status connection.  (Not Used)

	Demux T1-T4 Connector
	(Not Used)

	Demux T5-T8 Connector
	(Not Used)


Under normal operating conditions the Power, Carrier Detect, and LNB Power indicators should be ON and the Fault and Antenna Alignment indicators should be OFF.

7.5.2 SDR-54A Controls and Indicators

The SDR-54A front and rear panel controls and indicators are shown in Figure 7-9 and Figure 7-10 and described in Table 7-7 and Table 7-8.

[image: image10.png]SDR-54A
Front View

LOW NOISES BLOCK MONITOR & CONTROL
LED REMOTE CONNECTOR

/

@)

@)

© STATUS
E\'E\ POWER FAULT CARRIER
DETECT

OSDR-B54A /P

SATELLITE DATA

RECEIVER

/1N

POWER FAULT CARRIER
LED LED DETECT LED

LOW NOISE BLOCK
CONVERTER PUSH BUTTON

09/02/03
1608-041d




Figure 7‑9.  EF Data Receiver (SDR-54A) Controls and Indicators – Front Panel

Table 7‑7.  EF Data Receiver (SDR-54A) Controls and Indicators – Front Panel

	Status
	Color
	Description

	Power LED
	Green
	Indicates that sufficient power is applied to the unit.

	Fault LED
	Red
	Indicates a demodulator or decoder fault condition.

	Carrier Detect LED
	Green
	Indicates the presence of an RF carrier signal.

	Low Noise Block LED
	Green/Red
	Green – Indicates that the current drawn by the Low Noise Block (LNB) Converter is within limits.

Red – Indicates that the current drawn by the LNB is out of limits.

	Low Noise Block Converter Push Button
	
	Enables the LNB Power feature and lights the corresponding indicator.

	Monitor & Control (M & C) Remote Connector
	
	This port enables the user to exercise the Command and Status commends remotely.  This port is accessible from the front or rear of the unit.  Only one of these ports may be used at a time.
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Figure 7‑10.  EF Data Receiver (SDR-54A) Controls and Indicators – Rear Panel

Table 7‑8.  EF Data Receiver (SDR-54A) Controls and Indicators – Rear Panel

	Status
	Description

	Power Switch
	I Position – Applies power to the unit.

0 Position – Removes power from the unit.

	AC Input
	AC Power input.

	RF Input (J1)
	75( antenna output

	Data Out Connector
(J4)
	The EIA-232 or EIA-422 interface between the demodulator and use equipment.

	Monitor & Control (M & C) Connector
(J3)
	This port enables the user to exercise the Command and Status commends remotely.  This port is accessible from the front or rear of the unit.  Only one of these ports may be used at a time.

	Fault Connector (J2)

	External Fault Status connection.  (Not Used)

	Demux T1-T4 Connector
	(Not Used)

	Demux T5-T8 Connector
	(Not Used)


Under normal operating conditions the Power, Carrier Detect, and LNB Power indicators should be ON and the Fault indicator should be OFF.

7.5.3 Setup/Configuration

The EF Data Receiver is configured prior to deployment, and requires no setup or configuration at the field level, other than connecting it to the system per the Site Drawing Package and powering on the unit.  However the steps to check the current status and the configuration setting are listed here for troubleshooting purposes (refer to Table 7-9. 

Table 7‑9.  EF Data Receiver Commands and Settings

	Command
	Description
	Value or Range

	<1/DF_1073.70
	Set Demod Frequency
	1073.70

	<1/CR_BP12
	Set Demod Code Rate
	BP12

	<1/DR_1024.000
	Set Demod Data Rate
	1024.000

	<1/DT_INTL
	Demod Type
	DT_INTL

	<1/DDEC_ON
	Diff Decoder Enable
	DDEC_ON

	<1/DE_ON
	Descrambler Enable
	DE_ON

	<1/DS_
	Status Request
	provides Receiver status

	<1/EBN0_
	Eb/N0 Request
	from 6 to 11 db

	<1/RSL_
	Receiver Signal Level Request
	-30 dbm to –90 dbm


7.5.3.1 To access the EF Data Receiver to check the configuration status

1.
At the Maintenance Patch Panel, connect the backup NT Server (NT 2) to the EF Data Receiver.

2.
At the Windows Desktop on NT Server-2, <Double-click> the HyperTerminal icon.

3.
<Double-click> the EFData.ht icon to access the HyperTerminal window. Do not press the Enter key.

NOTE:  The EF Data Receiver is case-sensitive, type the commands as they appear.

4.
Within HyperTerminal window, <Type> <1/DS_ to display the status of the EF Data Modem.  The EF Data Modem should respond with the following display:

CD_OK 

BER_OK 

SYN_OK

FPGA_OK

DSP_OK

LNB_OK

DMX_OK

RS_OK

7.5.4  XE "Maintenance" Maintenance Procedures

The EF Data Receiver is an LRU that contains no lower-level LRUs and requires no field level maintenance.  If the unit is receiving a good signal from the Antenna but is not operating properly, remove and replace it.

	Remove and Replace Procedures

  See Another Document
	For the interconnect information on LRUs, use the OASIS Site Drawing Package for your location.


7.5.4.1 To remove and replace the EF Data Receiver

1.
Power down the Receiver at the Rear Panel of the unit.

2.
Starting with the power cable, tag and remove cables from the rear of the Receiver.

3.
Remove the mounting screws and carefully slide the Receiver out the front of the rack.

4.
Slide the replacement Receiver into the empty location and reinstall the mounting screws.

	  See Another Document
	5.
Starting with the power cable, reconnect cables and remove tags.


6.
Power up the Receiver at the rear of the unit.  Upon power up the Power, Carrier Detect, and LNB Power indicators on the Front Panel should light.

7.
Ensure that the system is receiving HWDS data by monitoring that the WGS is receiving data per the Testing/Verification procedures.

7.5.5 Testing/Verification

Operational Verification

Under normal operating conditions the EF Data Receiver should have the Power, Carrier Detect, and LNB Power indicators ON.  The Fault and Antenna Alignment indicators should be OFF.

 XE "Fault Isolation" 

 XE "Fault Isolation" \r "D2HBFault_Isolat16" Fault Isolation Checklist

· If the operational verification fails, check to ensure that the ComStream Satellite Receiver has the Power and Sync indicators ON.  If the ComStream indicators are OK but the EF Data Receiver has no Carrier Detect indicator, suspect the I/F Cable that connects the two.  Check the connections or remove and replace the I/F Cable.

· If the EF Data Receiver still does not have a Carrier Detect or has an intermittent Carrier Detect signal, check the signal strength being received at the EF Data Modem.   If the Eb/N0 is below 6 or higher than 11 with no heavy weather, call the Harris Help Desk.

· If replacing the cable does not resolve the EF Data Receiver problems, suspect the EF Data Receiver.  Remove and replace the EF Data Receiver

· If the ComStream Satellite Receiver is not receiving a signal as determined by the indicators, perform the Antenna Assembly Fault Isolation Checklist or suspect the ComStream Satellite Receiver.

Use the Backup NT Server open a window for the WGS and <Type> the tail(-f(get command to verify that the WGS is receiving HWDS products.

· If the WGS is not receiving HWDS products, but the EF Data Receiver is indicating OK, suspect the HWDS Cable between the Receiver and WGS.  Check the connections or remove and replace the HWDS Cable.

· If replacing the cable does supply HWDS products to the WGS, suspect the PT Serial Interface Card within the WGS.  Remove and replace the PT Serial Interface Card.

· If the WGS is receiving HWDS products but none are being sent to the Workstations, refer to the Fault Isolation Checklist for the Weather Server.

Testing Procedures

NOTE:  These procedures require an understanding of basic UNIX commands.

7.5.5.1 To access the EF Data Receiver to check signal strength

1.
At the Maintenance Patch Panel, connect the backup NT Server (NT 2) to the EF Data Receiver.

2.
At the Windows Desktop on NT Server-2, <Double-click> the HyperTerminal icon.

3.
<Double-click> the EFData.ht icon to access the HyperTerminal window.  Do not press the “Enter” Key.

NOTE:  The EF Data Receiver is case-sensitive, type the commands as they appear.

4.
To check just the HWDS Signal Strength, <Type> <1/EBN0_ to display the energy per bit (Eb) over the Noise ratio (N0) value.  If this number is below 6 or out of range (higher than 11) for an extended period of time call the Harris Help Desk.

NOTE:  The EB/N0 parameter can be affected by heavy weather.  If the EB/N0 value is below 6 during bad weather wait for the weather to clear and recheck the value using the <1/EBN0_ command.

7.5.5.2 To verify HWDS products are being received into the WGS

This procedure is used to open a Telnet XE "Telnet"  window at the Backup NT Server and access the WGS.

1.
At the Backup NT Server (NT 2), <Select> Start>Programs>Accessories>Command Prompt.

2.
At the Command Prompt, <Type> Telnet(xx.xxx.xxx.15, where "xx.xxx.xxx" is equal to the Site IP address for your location and "15" is equal to the WGS IP address.

3.
At the login prompt, <Type> the appropriate non-privileged Username and Password for the WGS.  
4.
At the prompt, <Type> su(–Username (privileged) followed by the Password when prompted
5.
At the prompt, <Type> rlog or cd(/data/logfiles/recvprod to navigate to the directory /data/logfiles/recvprod. 

6.
<Type> ls to view the files within the /recvprod directory and ensure that the files get, nxrhndl and moshndl appear within the directory. 

7.
To view the WGS receiving HWDS products, <Type> tail(-f(get.  The  system should respond by displaying a list of incoming HWDS products  being updated every few seconds. 

8.
To exit this mode <Press> the Ctrl and C keys, simultaneously. 

NOTE:  For security reasons it is important to end the window session and logoff the WGS. 

9.
When finished, <Type> exit at the prompt and <Press> the Enter key to log off of the privileged user account 

10.
<Type> exit at the prompt and <Press> the Enter key to log off of the non-privileged user account.
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	11.
<Click> the X button to close the Command Prompt window.


7.6 Weather Graphics Server

One of two Sun Server models may be installed depending upon current configuration requirements.  The two Sun Blade models are the Sun Blade 1000 and the Sun Blade 2000.  The two models are near identical in appearance and operation, the primary difference being the layout of the rear panel connectors.

A typical The Weather Graphics Server (WGS), as shown in Figure 7-11, is a Sun Blade 1000 Server, 21 inch monitor, keyboard, and mouse.  The Server features dual CPUs, a DVD-ROM Drive, internal Hard Drives, a DDS-3 Tape Drive, a 10/100 Base Fast Ethernet Card, a four serial channel Controller Board, and a Smart Card Reader.  The DDS-3 Tape Drive provides for the storage/retrieval of local graphics.
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Figure 7‑11.  Weather Graphics Server

The Weather Graphics Server, running Harris neX-REAP software, acts as an ingest/database server to provide the primary processing and storage/retrieval of raw weather data, imagery and information from/to external sources.  A Performance Technology Serial I/O Card is installed within the Server to receive the HWDS data from the EF Data Receiver using a 1.024 Mbps/RS-449 interface, while the UWDS  data comes in through a 10/100 Base-T Ethernet Port.

For distribution of the Weather Products through the LCN, the Weather Graphics Server is equipped with a 10/100Base-T, auto-sensing, Network Interface Card.  The NIC provides a 100-Mbps Ethernet connection to the 24-Port Ethernet Switches within the LCN.  For additional information on the Weather Graphics Server, refer to the applicable Sun Blade Service Manual. 
The WGS also monitors the ComStream and EF Data Satellite receivers via the Maintenance Patch Panel.  The 2 Com ports on the WGS are connected to ComStream and EF Data Satellite receivers via the red patch cables.  A WGS failure is reported via HP OpenView.
The model of WGS server installed at each facility may vary.  Refer to 
Table 7-10 to locate the appropriate appendix for specific information pertaining to the type and model of hardware installed at your facility.
For additional information on the Weather Graphics Server, refer to the applicable Sun Blade Service Manual.

Table 7‑10.  Weather Graphics Server Hardware Appendix Identification

	Weather Graphics Server
	Appendix

	Sun Blade 1000
	Appendix B.6

	Sun Blade 2000
	Appendix B.7


7.6.1 Setup/Configuration

The Serial Ports of the system support the RS-232 and RS-423 protocols. The default mode on both ports is RS-423.  To connect to a public X.25 network, the system is configured to change the Serial Port to operate in the RS 232 mode.  The system configuration to RS-232 is performed by Harris prior to the shipment of the system to the customer. 

7.6.2 Preventative Maintenance Procedures

Use an approved DDS head cleaning tape to clean the tape drive.  Clean the tape drive in accordance with the head-cleaning schedule shown in Table 7-11.  Failure to do so will result in a buildup of residue on the tape head that cannot be removed later and will affect the drive’s performance.  Tape media and Cleaning Tapes are purchased and owned by the individual sites.

NOTE:  To assure proper thermal conditioning, keep the cartridge at the same temperature as the tape drive for 24 hours before using.

Table 7‑11.  Tape Drive Head Cleaning Schedule

	Number of Cartridges Used Each Day
	Cleaning Interval

	1 or less
	8 weeks

	2
	4 weeks

	3
	3 weeks

	4 or more
	Weekly


7.6.2.1 To clean the heads of the Tape Drive

CAUTION:  Do not use cleaning cartridges or fluids designed for audio devices.  These products may damage the Tape Drive.

1.
Ensure that the Tape Drive is not in use.

2.
At the Tape unit, <Press> the Eject button to remove any tape cartridge currently in the Tape Drive.

3.
Insert the DDS-3 Cleaning Tape Cartridge into the Drive.

4.
The Tape Drive unit should recognize the Cleaning Cartridge and Blink the Green LED during the cleaning operation (approximately 30 seconds).  

5.
Upon completion of the cleaning, the cartridge will automatically be ejected from the drive unit.

6.
Remove the Cleaning Cartridge and write the date on the Cleaning Cartridge label and discard cartridges that have been used approximately 50 times or more.

7.
Resume normal operations.

7.6.3 Corrective Maintenance Procedures

The Weather Graphics Server must be shut down completely prior to performing any corrective maintenance procedures.  Follow the steps outlined in the paragraphs below to gracefully shutdown and startup the WGS.

7.6.3.1 To perform a graceful shutdown of the WGS

1.
At the WGS, if not at the neX-REAP Desktop, login as necessary.

2.
<Double-Click> the General Functions icon to display the General Functions menu.

3.
<Click> the Shutdown button to display the Shutdown dialog box.

4.
<Click> the Shutdown option button and <Select> System to gracefully shutdown the neX-REAP software.

5.
<Click> the Type option button and <Select> Halt to stop the Server operations then <Click> the OK button.  

6.
<Click> the Shut option button in the confirmation dialog box.


The system will respond with an “Are you sure?” confirmation box. 

7.
<Click> the OK button in the information box to implement the selections and close all dialog boxes.

8.
The Server will return to the “OK” prompt and become idle, at which time the user may shutdown power to the Server and perform the necessary remove and replace procedures or <Type> boot to restart the Server.

NOTE:  The boot process takes approximately two minutes.  During the boot process, maintenance significant information concerning the system status such as memory status, network connections, and software processes are scrolled to the screen.

7.6.3.2 To perform a WGS start-up

If the Weather Graphics Server is completely powered off, use the following procedure to power up the Server.  Allow approximately 5 minutes for the WGS to complete the boot process.

1.
<Toggle> the Power Switch to the On ( I ) position and allow the Switch to return to the center (neutral) position.

NOTE:  The boot process takes approximately five minutes.  During the boot process, maintenance significant information concerning the system status such as memory status, network connections, and software processes are scrolled to the screen.

2.
Allow approximately five minutes for the Weather Graphics Server to boot up.  Upon the completion of the boot process, the OASIS Login screen will be displayed.

3.
Login through the OASIS Login screen as necessary.
7.6.3.3 To Change the WGS Password

1.
Telnet to the WGS and log on as a privileged user.

2.
<Type> password(username  (username requiring changed password)

3.
<Type> the new password.  The system will return "Re-enter password"

4.
<Type> the new password again as requested.  The new password will be confirmed.

5.
Log off the WGS and close the Telnet session.

7.6.4 Remove and Replace Procedures

	  See Another Document
	For the interconnect information on LRUs, use the OASIS Site Drawing Package for your location.


The Weather Graphics Server must be shut down completely prior to performing any remove and replace procedures.  Perform a graceful shutdown of the WGS prior to performing any remove and replace procedure.

Perform a WGS Startup procedure following any remove and replace procedure.

7.6.4.1 To Remove and Replace the Sun Server

1.
Gracefully shutdown the server following the procedures outlined in Section 7.6.

2.
At the prompt, power off the monitor and the server.

3.
After several seconds, verify that the Server’s Power Indicator LED is off and listen to verify that system fans are not spinning

4.
At the Rear Panel of the WGS disconnect the Server’s power cable from its AC power source.

5.
At the rear of the WGS, disconnect the monitor, keyboard, and mouse cables.
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WARNING:  The WGS unit weighs approximately 70 lbs.  Moving the WGS to another location requires a three person lift.

	6.
Remove the defective server.

  See Another Document
	7.
Position the replacement server and reconnect the items per the Site Drawing Package.


8.
Power up the monitor and server.

NOTE:  Booting or rebooting the WGS could take up to 5 minutes.

9.
Perform the server Startup procedure to power up the Server and allow the Server to reboot as described in Section 7.6.
NOTE:  The WGS time does not re-synchronize immediately with the FDS.

10.
To  re-synchronize the time between the WGS and FDS, 
a.
Logon to the FDS as the root level user.

b.
<Type> /sbin/init.d/xntpd(stop
c.
<Type> /sbin/init.d/xntpd(start

d.
<Type> date and verify that the time is very close to the time on the WGS.

e.
Log off the FDS
f.
Repeat steps a - e on the other FDS.
7.6.4.2 To Remove and Replace the Sun Blade Monitor

1.
At the WGS, perform the Graceful Shutdown procedure of the WGS .

2.
At the prompt, power off the monitor and the server.

3.
After several seconds, verify that the Server’s Power Indicator LED is off and listen to verify that system fans are not spinning

4.
At the rear of the WGS, disconnect the monitor’s power cable from its AC power source.

5. At the rear Panel of the WGS, disconnect the monitor’s power cable from the server.

6.
Remove the defective server.
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WARNING:  The WGS monitor unit weighs approximately 70 lbs.  Moving the monitor to another location requires a three person lift.

	  See Another Document
	7.
Place and reconnect the cables per the Site Drawing Package.


8.
Power up the monitor and server.

NOTE:  Booting or rebooting the WGS could take up to 5 minutes.

9.
Perform the WGS Startup procedure to power up the Server and allow the Server to reboot.
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WARNING  Do NOT touch the screen of the monitor with any object including your hands, damage to the screen will occur.

- To clean the surface of the panel, lightly dampen a soft, clean cloth with water. Do NOT use ketone type materials (ex. Acetone) and no chemicals should be used.

- To clean the monitor cabinet, use a cloth lightly dampened with a mild detergent.

- Do NOT use benzene, thinner, ammonia, abrasive cleaners, or compressed air.  Unplug monitor before cleaning.

7.6.4.3 To Remove and Replace Sun Keyboard or Mouse

1.
At the WGS, perform the Graceful Shutdown procedure of the WGS.

2.
At the prompt, power off the server.

3.
At the rear of the WGS disconnect the cabling of the defective device from the server.

	4.
Remove the defective device.

  See Another Document
	5.
Position the replacement device and reconnect the cabling per the Site Drawing Package.


6.
Power up the server.

NOTE:  Booting or rebooting the WGS could take up to 5 minutes.

7.
Perform the WGS Startup procedure to power up the server and allow the server to reboot.

7.6.5 WGS System Backup and Restore

This section contains detailed steps in performing backup and restoration procedures for the WGS.

7.6.5.1 WGS System Backup 

This section contains detailed steps in performing backup and restoration procedures for the WGS.

To perform a backup of the WGS follow the steps below.

1.
Telnet to the WGS and log on with your privileged user account.

2.
Insert the tape media into the drive on the Sun Blade server

3.
At the prompt, <Type> WGS_backup.sh to perform a backup of the user graphics


The following directories and products will be stored onto the tape:

/usr/reap/data/import/processed

/usr/reap/data/import_gphs

/usr/reap/data/apg/import_gphs

/usr/reap/data/apg/products/LOCAL_GRAPHICS

/usr/reap/data/apg/products/_IMPORT_GPHS

4.
Verify that the products being stored are listed in the xterm window as they are tarred up.  When the backup is complete a confirmation message will be displayed.

5.
Once the backup is complete, push the eject button on the tape drive to retrieve the tape.

6.
Log off the WGS and close the Telnet session.

7.6.5.2 WGS System Restore

1.
Telnet to the WGS and log on with your privileged user account.

2.
Insert the tape media containing backup data into the drive on the Sun Blade server

3.
At the prompt, <Type> WGS_restore.sh to perform a restore

4.
Verify that the tape header information is correct

5.
If the tape header information is correct, respond to the prompt to continue or discontinue the restore process.  

The following directories and products will be restored onto the system:  Any data contained in the following directories will be removed or overwritten:

/usr/reap/data/import/processed

/usr/reap/data/import_gphs

/usr/reap/data/apg/import_gphs

/usr/reap/data/apg/products/LOCAL_GRAPHICS

/usr/reap/data/apg/products/_IMPORT_GPHS

6.
<Type> a y to continue with the restore process.  <Type> an n to abort the restore process.

7.
Verify that the products being restored are listed in the xterm window as they are untarred to the appropriate area.  When the restore is complete a confirmation message will be displayed.

8.
Once the restore is complete, push the eject button on the tape drive to retrieve the tape.

9.
Log off the WGS and close the Telnet session

7.6.6 Testing/Verification

The Testing/Verification section contains procedures on operational verification of the overall WGS, as well as procedures on testing and verifying the operation of individual LRUs.

NOTE:  There are no Operational Verification or Testing Procedures for the CD-ROM Drive.  The CD-ROM Drive on the Weather Graphics Server is not used in the OASIS System.

Periodically it may be necessary to access the UNIX OS on the WGS to execute UNIX commands for troubleshooting purposes and operational verification of the Server or LRUs.  However, the UNIX OS cannot be accessed directly from the WGS without first using the Backup NT Server to open an xterm session on the WGS.  The following procedures describe how to Telnet to the WGS and open an xterm session.  Table 7-12 provides commonly used UNIX commands.
Table 7‑12.  Useful UNIX Commands

	Command
	Result

	cd
	Change directory:  Like DOS command, it will change your current directory to the directory specified.

	ls
	Lists the files in your current directory.

	ls(–l
	A more detailed listing of the files in your current directory.

	pwd
	Shows the path of your current directory.

	mt(erase
	Erase the contents of a tape.

	tar(cv
	Used to backup files to the Sun DAT Tape Drive.  Will overwrite any existing data on the tape.

	tar(rv
	Used to append files to the end of an existing tape.

	tar(xv
	Will cause whatever is on the Dat Tape to be put back on the WGS.

	tar(tv
	Used to give you a listing of all the files on the Dat Tape without actually restoring anything.


7.6.6.1 To telnet to the WGS from the Backup NT Server

1.
At the Backup NT Server (NT 2), <Select> Start>Programs>Accessories> Command Prompt.

2.
At the Command Prompt, <Type> Telnet xx.xxx.xxx.15 where “xx.xxx.xxx” is equal to the Site IP address for your location and “15” is equal to the WGS IP Address.

3.
At the login prompt, <Type> the appropriate non-privileged Username and Password for the WGS

4.
At the prompt, <Type> su(–(Username (privileged) followed by the Password when prompted.  Upon successful login, the WGS should respond with the # prompt.

7.6.6.2 To logout and close the WGS session

NOTE:  For security reasons it is important to end the window session and logoff the WGS when finished. 

1.
When finished, <Type> exit at the prompt and <Press> the Enter key to log off of the privileged user account.

2.
<Type> exit at the prompt and <Press> the Enter key to log off of the non-privileged user account.
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	3.
<Click> the X button to close the Command Prompt window.


7.6.6.3 Operational Verification of the WGS

Verify that the overall WGS is operating correctly and receiving both HWDS and UWDS weather products, verify that there are no unexpected alarms and restore from the Weather Backup Mode, if necessary.

This procedure is used when a window for the WGS has been opened from the Backup NT Server.

1.
At the prompt, <Type>rlog or cd(/data/logfiles/recvprod to navigate to the directory /data/logfiles/recvprod (the cd command may also be used to navigate).

2.
<Type> ls to view the recvprod directory and ensure that the files get, nxrhndl,and moshndl appear within the directory.  The file imghndl only appears when a Web graphic is received and processed, and then only until the imghndl file is archived (on the hour).

3.
To view the WGS receiving HWDS data, <Type> tail(-f(get.  The system should respond by displaying a list of incoming weather products that is being updated every few seconds.

4.
To exit this mode <Press> the Ctrl and C keys, simultaneously. 

5.
To view the WGS receiving UWDS (NEXRAD) data, <Type> 
tail(-f(nxrhndl.  The system should respond by displaying a list of incoming NEXRAD radar products that is being updated every few seconds.

6.
To exit this mode <Press> the Ctrl and C keys, simultaneously. 

7.
To view the Server receiving UWDS (mosaic) data, <Type> 
tail(-f(moshndl.  The system should respond by displaying a list of incoming radar mosaic products.

NOTE:  Radar (regional) mosaics come in on a cycle of approximately every 5 minutes.

8.
To exit this mode <Press> the Ctrl and C keys, simultaneously.

9.
Logoff and then close the Window for the WGS.

7.6.6.4 To monitor the status of the WGS

The operational status of the WGS is constantly monitored by the neX-REAP software to notify the operator of any change in operational capability.  The health and status of the many software processes and data communications running on the WGS can be monitored through the Status Dialog Box (Figure 7-12).  This section provides information on using the Alarm Functions and Status Messages to monitor the status of the WGS.

1.
At the WGS, <Double-click> the Alarms icon to display the Alarms dialog box.  The Alarms dialog box displays the number of available messages under each of three functions:  Alarms, Status and User.  

2.
Within the Alarms dialog box, <Click> the View button from the Status Message Count section to display the Status dialog box.
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Figure 7‑12.  Status Dialog Box

NOTE:  Under normal operating conditions for OASIS the Bterm button is Red and the Reap1 and Reap2 buttons are normally blue.

3.
View the Status dialog box.  All processes in green boxes are operating normally.  Viewing the Status dialog box should offer a good indication of the operational status of the Weather Graphics Server.

4.
Processes that are displaying in yellow or red may be restarted by <Clicking> General Functions>Process Control and <Selecting> a process to be restarted and then <Press> the Restart button.  For further description of the Alarm Recovery/Process Status refer to Table 7-13.

Table 7‑13.  Alarm Recovery / Process Status 

	Process
	Functional Description
	System Impact
	Corrective Action

	REAP0
	Monitors the REAP software process on the WGS monitor.
	If yellow, operator is not able to interface with the software, i.e., make menu selections.
	Restart the Reap0 process via Process Control under the General Functions menu.

	REAP1


	Monitors the REAP software process on a remote monitor.
	If yellow, operator is not able to interface with the software, i.e., make menu selections.
	Restart the Reap1 process via Process Control under the General Functions menu.

	REAP2

(Not used in OASIS)
	Monitors the software process on the right monitor.
	If yellow, operator is not able to interface with the software, i.e., make menu selections.
	Restart the Reap2 process via Process Control under the General Functions menu.

	APGDIS
	Dispatches commands to the APG to build scheduled products.
	If yellow, commands are not sent to the APG thereby causing a disruption in product building.
	Restart the APGDIS process via Process Control under the General Functions menu.

	APG00
	Process which monitors the  operational state of the Automatic Product   Generator 00.
	If yellow, the APG00 process has incurred an error and is being restarted.  If process remains yellow, APG00 data will not be available for display.
	Restart the APG00 process via Process Control under the General Functions menu.



	APG01
	Process which monitors the  operational state of the Automatic Product   Generator 01.
	If yellow, the APG01 process has incurred an error and is being restarted.  If process remains yellow, APG01 data will not be available for display.
	Restart the APG01 process via Process Control under the General Functions menu.

	METAR
	Process which monitors the receipt of  the  International Surface Observation (METAR) report data.
	If yellow, no METAR data is received and processed by the system. If process remains yellow, surface aviation observation report data will not be available for display.
	Restart the METAR process via Process Control under the General Functions menu.

	GRIB
	Process which is used to store Gridded Binary data for use by the ISO and STR command strings to graphically display data.
	If yellow, the GRIB process has incurred an error and is being restarted.  If process remains yellow, Gridded Binary data will not be available for use by ISO and STR command strings.
	Restart the GRIB process via Process Control under the General Functions menu.

	NWS_GPH
	Monitors input of NWS_GPH Products.


	If yellow, the NWS_GPH products have incurred an error and are being restarted.  If process remains yellow, NWS_GPH products will not be available for display.
	Restart the NWS_GPH process via Process Control under the General Functions menu.



	FSA
	Monitors formatted SAO process.
	If yellow, the FSA process has incurred an error and is being restarted.  If process remains yellow, APG will not be available for display.
	Restart the FSA process via Process Control under the General Functions menu.



	ALPHA
	Monitors the process which controls the receipt and dissemination of alphanumeric products.
	If yellow, alphanumeric processes have incurred an error and are being restarted.  If process remains yellow, A/N data will not be available for display.
	Restart the Alpha process via Process Control under the General Functions menu.



	SAO
	Process which monitors the receipt of Surface Aviation Observation report data.
	If yellow, no SAO data is received and processed by the system. If process remains yellow, surface aviation observation report data will not be available for display.
	Restart the SAO process via Process Control under the General Functions menu.

	LIGHT
	Process which monitors the receipt of Lightening report data.


	If yellow, no lightening data is received and processed by the system. If process remains yellow, surface aviation observation report data will not be available for display.
	Restart the Lightening process via Process Control under the General Functions menu.



	EXEC
	Monitors the process that installs downloaded data.
	If yellow, then the download XE "Download"  process is not working properly. If process remains yellow, down-load data will not be available for display.
	Restart the Exec process via Process Control under the General Functions menu.

	LISTEN
	Monitors communication between the Server and Workstations processes on the WGS.
	If yellow, then the comm. Processes are not working properly.
	Restart the Listen process.  If the process remains red contact the Harris Help Desk.

	TAPE

(Not used in OASIS)
	Monitors the UNIX operating system as it performs read/write options on the neX-REAP XE "neX‑REAP"   tape drive.
	If yellow, 1 write error has been encountered.  If red, 2 write errors have been encountered in a row.
	Check Tape Drive for no tape, full tape, power off tape drive or any other condition that may cause the tape to respond with an error.

	FTA
	Process which handles Terminal Area Forecast alphanumeric data.
	If yellow, the Terminal Aerodrome Forecast process has incurred an error and is being restarted.  If process remains yellow, alphanumeric data will not be available for display.
	Restart the FTA process via Process Control under the General Functions menu.



	SDUS
	Process which is used to decode radar alphanumeric data.  SDUS represents the first four characters of the World Meteorological Organization Identification (WMOID).
	If yellow, the National Radar Product is not available for display.   If process remains yellow, National Radar Products will not be available for display.
	Restart the SDUS process via Process Control under the General Functions menu.

	UPA
	Process which monitors the receipt of Upper Air Data reports. 
	If yellow, no upper air reports are received or processed by the system.  If process remains yellow, Upper Air Data reports will not be available for display.
	Restart the UPA process via Process Control under the General Functions menu.



	SYNOP
	Process which monitors the receipt of Synoptic Report data.
	If yellow, no Synoptic reports are received or processed by the system. If process remains yellow, Synoptic Report data will not be available for display.
	Restart the SYNOP process via Process Control under the General Functions menu.

	LOGMGR
	Process which writes to log those functions requiring archival activities
	If yellow, functions will not be written to archive logs and tape.
	Restart the LOGMGR process via Process Control under the General Functions menu.

	IMAGE
	Process which sectorizes and remaps GOES XE "GOES"  imagery data as received from the Hub.
	If yellow, satellite imagery will not be displayed properly.
	Restart the Image process via Process Control under the General Functions menu.

	NXRHND1
	Process that decodes and stores individual NEXRAD XE "NEXRAD" \r "D2HBNEXRAD70"  products.
	If yellow, NEXRAD data is not being decoded and stored.  If process remains yellow, NEXRAD data will not be available for display.
	Restart the NXRHND1 process via Process Control under the General Functions menu.

	MOSHND1
	Process that decodes and stores MOSAIC radar products.
	If yellow, MOSAIC data is not being decoded and stored.  If process remains yellow, MOSAIC data will not be available for display.
	Restart the MOSHND1 process via Process Control under the General Functions menu.

	GET
	Process that stores HWDS data stream to disk.
	If yellow, HWDS data stream is not being stored to disk.
	Restart the Get process via Process Control under the General Functions menu.

	HUBMSG
	Process which handles data coming from the Hub to the Workstation processors.
	If yellow, Hub related message data will not be processed.
	Restart the HUBMSG process via Process Control under the General Functions menu.

	GOES 8
	Monitors incoming data from the hub relating to GOES 8 satellite imagery.
	If red, no GOES 8 imagery data will be processed.
	No action.  If data stream out for extended period, notify Harris Customer Service.

	GOES 10
	Monitors incoming data from the hub relating to GOES 10 satellite imagery.
	If red, no GOES 10 imagery data will be processed.
	No action.  If data stream out for extended period notify Harris Customer Service.

	RTL
	Monitoring reception of income Real-Time Lightning data.
	If red, no Real-Time Lightning data will be processed.
	No action.  If data stream out for extended period notify Harris Customer Service.

	DDS

(No longer used)
	Monitors receipt of Domestic Data Service line.
	If red, no Domestic Data Service products are received.


	No action.  If data stream out for extended period notify Harris Customer Service.

	IDS

(No longer used)
	Monitors receipt of the International Data Service information.
	If red, International Weather data XE "Weather Data"  is not processed.
	No action.  If data stream out for extended period, notify Harris Customer Service.

	PPS

(No longer used)
	Monitors receipt of  the Public Product Service data.
	If red, Public Product Service data will not be processed or available for display.
	No action.  If data stream out for extended period, notify Harris Customer Service.

	HRS

(No longer used)
	Monitors receipt of High Resolution Services.
	If red, GRIB data is not available.
	No action.  If data stream out for extended period, notify Harris. 

	NGS
	Process which monitors the receipt of NOAA Port Graphic Service data.
	If red, incoming NOAA Port data will not be processed by the neX-REAP XE "neX‑REAP" \r "D2HBneX_REAP70"   system.
	No action.  If data stream out for extended period, notify Harris Customer Service.

	GWS 
	Process which monitors the receipt of Gateway Unisys Service data. (NEXRAD)
	If red, incoming GWS data will not be processed by the neX-REAP system.
	No action.  If data stream out for extended period, notify Harris Customer Service.

	COMM_

CARDS
	Monitors input signals to the radar communications card.
	If yellow, no radar data is processed.
	Restart NEXRAD Comm. Board via Hardware Resets under the General Functions menu.

	QUEUES
	Process which controls the queuing of commands or requests which are awaiting execution by one or both of the processors.
	If yellow , indicates that the number of commands is approaching the maximum limit, and the queue is  66% full.  If red, indicates the number of commands has exceeded maximum allowed or is 100% full.  Indicative of a system halt or slowdown.
	Determine which process is not taking its messages off the queue by checking the processes monitored under Alarms XE "Alarm" \r "D2HBAlarm70"  status.  Restart the process that is not taking its message off of its queue via Process Control under the General Functions menu.

	MEMORY
	Monitors the amount of memory being used by the system.
	If yellow, indicates memory space is 66% used.  If red, indicates memory space is 95% used.
	Contact Harris Customer Service.



	DISK_

SPACE
	Monitors the amount of space actually used by the system.
	If yellow indicates that 96% of the disk is used.  If red, indicates that 98% of disk space is used.
	Determine which data is filling up the disk by viewing the Alarms Status / Memory message. Lower the retention of this data via the General Functions / Setup Functions / Alpha and User Retention or Image Retention functions.

	NETWORK
	Monitors system activities on the Ethernet.
	If yellow, indicates that a 0.1% error rate is present.  If red, indicates that a 1.0% error rate is present.
	Contact Harris Customer Service.



	BTERM
	Monitors the Briefing Terminals.

(Not used in OASIS)
	If yellow, 1 Briefing Terminal is down.  If red, all Briefing Terminals are down.
	Determine which Briefing Terminal is down by viewing the message under Alarm Status / Bterm.  Reboot the Briefing Terminal.


7.6.6.5  XE "Fault Isolation" Fault Isolation Checklist

· If the during the operational verification the WGS fails to ingest any type of products (HWDS or UWDS) or if any alarms are present, reboot the WGS.

· If the during the operational verification the WGS fails to ingest HWDS products, but the EF Data Receiver is indicating OK, suspect the HWDS Cable between the Receiver and WGS.  Check the connections or remove and replace the HWDS Cable.

· If the during the operational verification the WGS fails to ingest UWDS products, but the Unisys Gateway is receiving data, use the ping srvr command from the Gateway or NT Server to the verify the 10 Base-T ethernet connections between the two.

· If the ping command reports the amount of bytes transferred, the ethernet NIC within the Gateway and the 10 Base-t Cable to the WGS are operational.

· If the ping srvr command was unsuccessful (0 bytes transferred), suspect the 10 Base-T crossover cable between the Gateway and the WGS.  Verify cable connection, or replace the crossover cable.

· If the WGS is receiving both data types (HWDS and UWDS) but does not appear to be distributing Weather Data to the AFSS Workstations, check the WGS port on the Ethernet Switch for a Link indication and ensure that the port is operating at 100 Mbps.

· If the Link or the 100 Mbps indicators for the WGS port are OFF, remove the WGS Cable from the front of the Ethernet Switch and try another port.  If the Link and the 100 Mbps indicators light at the new port, remove and replace the Ethernet Switch.

· If the indicators continue to have a problem in the new port, suspect the WGS Cable to the Switch first, followed by the Ethernet NIC within the WGS.

· To verify the Ethernet NIC within the WGS and the cable to the Ethernet Switch, ping the Ethernet Switch from the Weather Server.

· If the WGS has been repaired or the connection to the WGS has been restored, use the procedure “Restoring from Weather Backup Mode”, as necessary.

7.6.6.6 To test the Internal Hard Drive

To ensure that the Hard Drive is installed and setup properly, check the Disk utilization using the df command from a UNIX prompt on the WGS, and ensure that the correct partitions exist as follows:

This procedure is used when a window for the WGS has been opened from the Backup NT server.

1.
At the prompt, <Type> df(-k  to check the Server disk structure.  Check for the following named partitions:

	Partition
	Name

	/dev/dsk/c0t1d0s0
	/ (root)

	/dev/dsk/c0t1d0s3
	/usr

	/dev/dsk/c0t1d0s7
	/usr/reap /data

	/dev/dsk/c0t2d0s7
	/usr/reap/extra


2.
If the above named disk partitions are displayed within the list, both internal Hard Drives within the WGS appear functional.

3.
If the integrity of the Hard Drives is still in doubt, reboot the WGS and observe Boot Script for further checks of the Disk Drives.

4.
If the reboot executes without failure, both Hard Drives are functioning properly.

5.
Logoff and close the window for the WGS. 

7.6.6.7 To test the Tape Drive

Upon power up, the Tape Drive unit performs an internal self-test.  During this time the Green LED will blink quickly.  When the Green LED stops blinking, the self-test is complete.  Upon completion of the self-test, if the Amber LED is not lit the self-tests completed successfully.

To test  the tape drive, load and unload files using a tape in the tape drive.  

This procedure is used when a window for the WGS has been opened from the Backup NT server.

1.
At the prompt on the WGS, <Type>rlog or
cd(/data/logfiles/recvprod and navigate to the directory  /data/logfiles/recvprod. 

2.
<Type> ls to view the recvprod directory on the WGS and make note of the files within the directory.  Typically the files get, nxrhndl, imghnld and moshndl will appear within the directory, but occasionally less files may appear, dependent upon the time of day.

3.
Insert a blank Test Tape into the Tape Drive.  If the Tape is not blank, it can be erased using the mt(erase command from the prompt. 

4.
At the prompt, <Type> tar(tv  to ensure that the Test Tape is empty.  The system may respond with “tar:  tape read error” indicating that there were no files to read on the tape.

5.
At the prompt, <Type> tar(cv(* to copy the files from the recvprod directory on the WGS to the tape.  This should take approximately one minute and will display the filenames and amount of tape blocks used to write the files to tape.

6.
At the prompt, <Type> tar(tv to list any files stored on the Test Tape.  The system should respond with a list of files stored on the Tape similar to the following example:

-rw-rw-r--   901/111        2311    Sep  8  12:46  1998     imghndl

-rw-rw-r--   901/111    221540    Sep  8  12:46  1998     get

-rw-rw-r--   901/111        1458    Sep  8  12:46  1998     moshndl

-rw-rw-r--   901/111     32768     Sep  8  12:46  1998     nxrhndl


Check to ensure that the files from the recvprod directory on the WGS were copied to the Tape Drive.  If the files were copied, the Tape Drive is operating properly.

7.
At the prompt, <Type> mt(erase to erase the file from the Test Tape. 

8.
At the prompt, <Type> tar(tv  to ensure that the Test Tape is empty.  The system should respond with “tar:  tape read error” indicating that there were no files to read on the tape.

9.
Logoff and close the window for the WGS.

7.6.6.8 To test the Fast Ethernet Card

To check the operation of the Fast Ethernet Card, use the ping command to verify the Ethernet connections to the LCN.

This procedure is used when a Telnet session has been opened from the Backup NT server, connecting to the WGS.

1.
At the prompt <Type> ping xxx.xxx.xxx.2 or ping xxx.xxx.xxx.30 to check the ethernet connection to the LCN.

2.
If the Fast Ethernet Card is functioning properly, the system should respond with an "alive” message.

3.
If the system responds with a “timeout”, recheck the network connections and the Fast Ethernet Card.

4.
Logoff and close the window for the WGS.

7.6.6.9 To test the Performance Technology Card

To check the operation of the Performance Technology Card, verify that the WGS is receiving HWDS weather products.

This procedure is used when a window for the WGS has been opened from the Backup NT server.

1.
At the prompt on the WGS, <Type>  rlog or cd(/data/logfiles/recvprd and navigate to the directory /data/logfiles/recvprod.

2.
Ensure that the file get appears within the directory.

3.
To view the Server receiving HWDS data, <Type> tail(-f(get.  The system should respond by displaying a list of incoming weather products that is being updated every few seconds.

4.
To exit this mode <Press> the Ctrl and C keys, simultaneously. 

5.
Logoff and close the window for the WGS.

7.6.6.10 Troubleshooting After Removing and Replacing the WGS

If problems are encountered after removing and replacing the WGS, refer to 
Table 7-14.

Table 7‑14.  Fault Isolation After Removing and Replacing a Failed LRU

	Problem
	Solution

	System does not power on when the Serve front panel power switch is pressed. 
	Verify the system power cord is connected to the system and a wall outlet.

Verify there is power to the wall outlet.

Verify that the system access panel is fully closed (system will not power on if access panel interlock switch is open).

	System and Monitor power on, but no video display on Monitor screen.
	Verify the Monitor cable is firmly attached to the Server graphics connector (A1A7J2).

	Keyboard does not respond to actions.
	Verify that Keyboard cable is attached to USB connector.

Verify that power is applied to system.

	Mouse does not respond to actions.
	Verify that Mouse cable is attached to USB connector.

Verify that power is applied to system.

	During boot procedure, the system gives the error message:

Warning:  timed out waiting for NIS to come up.
	Verify that the Ethernet cable is properly connected.

Verify with your system administrator that the network is operational.

	Pressing the Eject button on the DVD-ROM drive does not eject media tray.
	The drive might be in the low-power mode.  

To activate peripheral drives that are in the low-power mode, move the Mouse or press and key on the Keyboard.


7.6.7 Weather Backup Mode

Each AFSS site has the capability to operate in the weather backup mode when its primary source of weather data (the local WGS) has failed or cannot be accessed.  Once the local WGS has failed or cannot be accessed, each AFSS Workstation that is requesting weather products to display, will automatically switch to its secondary source of weather products, which is the Backup NT Server (NT-2).  
NOTE:  NT-2 must be up and running so that the operations specialist can receive the weather products requested at the AFSSWSs.

Upon receiving requests for weather products, NT-2 will initiate Weather Backup Mode by utilizing a RAS Server to dial out to the Seattle, WA Weather Graphic Server.  In this mode, NT-2 will receive a subset of weather using the WIND Download Client software, and store them on its Hard Drive.  Using the WIND application running on the Backup NT Server, the AT Supervisor will determine the subset of products to be downloaded onto the NT-2 hard drive.  The Download Server software that supplies the weather products to the requesting AFSS Workstations should continually remain running on the Backup NT Server.

7.6.7.1 Selecting Weather Backup Products

The authorized site personnel will determine the subset of products to be downloaded onto NT Server 2.  These products are selected using the WIND application on the Backup NT Server.  To select weather graphic products follow the steps outlined below:


1.
At NT Server 2, log on as Administrator.

2.
<Double-Click> the WIND icon on the desktop screen.

3.
From the WIND menu bar, <Select> File>Current Product

4.
From the listing of current products, <Select> the site-required products to be stored on NT Server 2.  These are the only products that will be available in Weather Backup mode.

5.
Repeat steps 3 and 4 until all required products have been selected.

6.
<Select> Options>Save State as Default.  <Click> the YES button on the pop-up window to confirm and complete the save action.  The selected products well be saved as "Default" and used in Weather Backup mode.

7.
From the WIND menu bar, <Select> File>Exit to close WIND. 

7.6.7.2 Forcing System into Weather Backup Mode

The system can be forced into Weather Backup mode by removing the LAN cable from the back of the WGS.  The workstations will request product updates from the WGS three times.  When these three attempts fail, the workstations request product updates from NT Server 2.  WIND is automatically activated on NT Server 2 and also attempts to access the WGS three times.  When the three attempts fail NT Server 2 will then dial out to the pre-assigned Weather Backup site via a RAS box.  The basic steps for forcing Weather Backup Mode are listed below.

NOTE:  Performing this procedure will prohibit an operational site that experiences a failed WGS from accessing SEA AFSS for weather backup, because the backup line will be busy.  Only perform this procedure when absolutely necessary, and notify the Harris Help Desk when the procedure is performed.
1.
Disconnect the LAN cable from the back of the WGS.

2.
Verify that WIND opens on NT Server 2 (may take up to 10 minutes).

3.
Verify that the workstations can receive the "Default" products from NT Server 2.

7.6.7.3 Restoring from Weather Backup Mode

When it has been determined that the WGS has been repaired and restarted, or the connection to the WGS has been restored, use the following procedure to Restore from Weather Backup Mode by switching each AFSS Workstation back to the local WGS.

1.
Use the following step to send a Global Message to the NT Domain:

a.
At the NT Server use the Start button to <Select> Start>Programs>Accessories>Command Prompt and open a DOS window.

b.
At the prompt <Type> net(send(*(“message”.  Type your message as you would like it to appear, within the quotes.  Example:  “The Weather Graphic Server is now restored.  Change the DownloadClnt Connection Status back to the local WGS (xxx.xxx.xxx.15), on all AFSS Workstations”.

c.
At the Messenger service window <Click> OK.

d.
<Click> the X to close the DOS window and return to the Windows Desktop.

2.
At each AFSS Workstation, Maximize the the DownloadClnt dialog box and <Click> on the Connection Status button to display the the Server Name and Port Number dialog box.

3.
Within the Server Name and Port Number dialog box, <Click> on the Server Name pull-down menu and <Select> the IP Address of the local WGS, xxx.xxx.xxx.15 (where the x’s represent the Site IP address and .15 represents the local WGS IP address), then <Click> the OK button to accept the selection.

4.
Within the DownloadClnt dialog box, review the Connection Status and the Product Class and Clipboard text boxes  to ensure that the local WGS is connected and that weather products are being downloaded.  <Minimize> the DownloadClnt dialog box, as necessary.

5.
At the Windows Desktop on the Backup NT Server (NT-2) if WIND is not displayed, <Click> on WIND within the Task Bar to display the WIND application.
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	6.
<Click> the X button within the (WIND) window to close the WIND application.  This should automatically close the DownloadClnt application and the NT Server should stop receiving weather products.


NOTE:  Failing to properly restore from Weather Backup Mode will cause the products being displayed at the AFSS Workstations to stop being automatically updated.  Each AFSS Workstation must be switched back to the local WGS to begin receiving weather products locally and to continue being updated automatically once a product is displayed.

7.7 Small Courier Modem (Alaska only)

7.7.1 Controls and Indicators

TBD

7.7.2 Setup/Configuration

TBD

7.7.3 Maintenance Procedures

	Remove and Replace Procedures

  See Another Document
	For the interconnect information on LRUs, use the OASIS Site Drawing Package for your location.


7.7.4 Testing/Verifications

Operational Verification

TBD

Fault Isolation Checklist

TBD

Testing Procedure

TBD

7.8 Weather Router (Alaska only)

7.8.1 Controls and Indicators

TBD

7.8.2 Setup/Configuration

TBD

7.8.3 Maintenance Procedures

Remove and Replace Procedures

	  See Another Document
	For the interconnect information on LRUs, use the OASIS Site Drawing Package for your location.


7.8.4 Testing/Verifications

Operational Verification

TBD

Fault Isolation Checklist

TBD

Testing Procedure

TBD
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