5 
High Availability Computing Cluster (HACC)

5.1 Overview

This section provides the necessary setup and configuration information for each Line Replaceable Unit (LRU) within the High Availability Computing Cluster (HACC), which includes the Flight Data Server and Disk Array. XE "Flight Data Server Subsystem"   This section is divided into paragraphs that include the following topics for each LRU:

· LRU Location

· Control and Indicators

· Setup and Configuration

· Maintenance Procedures

· Testing/Verification Procedures

The Maintenance Procedures section contains both preventive and corrective maintenance information, including removal and replacement procedures.

5.2 Flight Data Servers

The Flight Data Server (FDS) Subsystem uses two Hewlett Packard (HP) Servers (refer to Figure 5-1) configured with fail-over software, and combined with a HP SCSI Disk Array (Section 5.3) or a Fibre Channel Disk Array (Section 5.4) to create a fully redundant, High Availability Computing Cluster (HACC).  Both the FDSs and Disk Arrays are slide-mounted into the OASIS racks; FDS-1 is mounted in rack 100, FDS-2 in rack 102, and one of the Disk Arrays in rack 101. Figure 5-2 and 
Figure 5-3 illustrate the SCSI and Fibre Channel disk arrays.
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Figure 5‑1.  Flight Data Server Front View

The Primary FDS, using the FDS Application Software, is responsible for processing flight planning and A/N weather transactions from the networked specialist workstations, remote workstations, and DUAT pilot terminals for DUAT-capable sites.  This Server also handles messages received from, and transmitted to, external sources through the NADIN II interface.

The redundant Servers are connected to each other using a dedicated internal 10Base-T LAN that provides the fail-over capability.  MC/ServiceGuard software runs on both Servers and supplies redundancy for the FDS software running on the Primary Server.  The Backup FDS uses the internal 10Base-T LAN to monitor the Primary Server’s hardware and FDS software.  When this “heartbeat” circuit detects a fault, the ServiceGuard software automatically switches control to the Backup Server by terminating any training sessions and restoring the FDS operational software. 
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Figure 5‑2.  HACC Block Diagram w/SCSI Mass Storage System 
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Figure 5‑3.  HACC Block Diagram w/Fibre Channel Mass Storage System 
Each FDS contains the following hardware, illustrated in Figure 5-1 above.

· A front mounted Digital Versatile (or Video) Disc (DVD)-ROM used for expanded storage capability.

· Two front mounted hot pluggable Disk Drives (Drive A1 and Drive B1) that contain the operating system software.  Drive B1 is the primary drive and Drive A1 is the secondary drive.

· Three front mounted, redundant, hot-swappable Power Supplies (PS0 through PS2) that supply power to the FDS  

· Up to four internally mounted Central Processing Units (CPUs) (CPU0 through CPU3) for supplying processing power.

· A Memory Carrier (MM0) containing two Memory Dual Inline Memory Modules (DIMMs) that contain the Server’s memory chips.

· Up to two internally mounted Processor Support Modules (PSMs) (PSM0 and PSM1) each PSM provides power for two CPUs.

· One internally mounted Platform Monitor Board (PMB) that is used to monitor and control system power and cooling.

· Two Card Cage mounted (slots 11 and 12) Fast Wide Differential (FWD) SCSI-2 Adapter and Fibre Channel Cards (Left and Right) that support the redundant paths to the Disk Array.

· A Card Cage mounted (slot 10) 10/100 Base-T Local Area Network (LAN) Adapter Card that supports the Ethernet Backbone path to the laser printers.

· A Card Cage mounted (slot 2) Guardian Service Processor (GSP) Core I/O Card that provides the connectivity between Server and the Maintenance Patch Panel.

· A Card Cage mounted (slot 1) LAN/SCSI Core I/O Card that provides the Heartbeat connectivity to the other Server and the connectivity between the Server and the Digital Audio Tape (DAT) Tape Drive.

· The FDS also contains an internal Single-Ended (SE) SCSI Bus that is used for the Internal Hard Drive, and DVD ROM Drive.  This SE SCSI Bus is accessible through a standard SCSI connector on the Rear Panel, which must be terminated.

· The FDSs are connected to the LCN Subsystem using a 10/100B-T Auto sensing Ethernet NIC within each Server.

Enclosed within the Disk Array, also called the Mass Storage System, are two Bus Control Cards (BCCs) (SCSI) or Link Control Cards (Fibre) and three Hard Drive modules.  To provide for data redundancy on the SCSI Disk Array, the data stored on Disk 1 and Disk 2 are mirrored.  Disk 0 is not mirrored and is used to store scenarios for training purposes.  To provide for data redundancy on the Fibre Channel Disk Array, the data stored on Disk 1 and Disk 2 are mirrored.  Disk 3 is not mirrored and is used to store scenarios for training purposes.

· Two rear mounted hot swappable Power Converter Fans (F6 and F7) that provides power supply cooling.

· One front mounted hot swappable air intake Chassis Fan (F0) that provides chassis cooling.

· One rear mounted hot swappable air exhaust Chassis Fan (F1) that removes heated air from the interior of the Server.

· Four internally mounted hot swappable Card Cage Fans (F2 through F5) that provides Card Cage cooling.

NOTE:  During both hot plug and hot swap operations, the Server power remains on and the system continues to function.  However, hot swap means that the LRU can be removed, added, or replaced without informing the system.  Hot plug requires the LRU to be de-configured before removal and reconfigured before the system can utilize the newly installed LRU.

At the Seattle AFSS, ACT and the AOS sites, both of the redundant Servers are upgraded with a dual 64-bit CPU daughter card to support the additional processing load of 120 DUAT users.  The FDSs XE "Flight Data Servers"  are connected to the LCN Subsystem using a 10/100B-T Autosensing Ethernet NIC within each Server.  The UPS is located at non-operational sites.  The Servers LRUs are shown in the figures below and described in tables that follow. 
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Figure 5‑4.  Server LRUs Locations – Front View Bezel Removed

Table 5‑1.  Server LRUs Locations – Front View Bezel Removed

	Item 
	Description

	1
	Disk Drive (A1)

	2
	DVD ROM (not an LRU)

	3
	Disk Drive (B1)

	4
	Power Supplies (PS 0)

	5
	Power Supplies (PS 1)

	6
	Power Supplies (PS 2)

	7
	Chassis Fan (Fan 0)
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Figure 5‑5.  Server LRUs Locations – Rear View

Table 5‑2.  Server LRUs Locations – Rear View

	Item 
	Description

	8
	Chassis Fan (Fan 1)

	9
	Power Converter Fan (Fan 6)

	10
	Power Converter Fan (Fan 7)

	11
	LAN/SCSI Core I/O Card

	12
	Guardian Service Processor (GSP) Core I/O Card

	13
	10/100 Base-T LAN Adapter Card 

	14
	Fast Wide Differential (FWD) SCSI-2 Adapter or Fiber Channel Card

	15
	Fast Wide Differential (FWD) SCSI-2 Adapter or Fibre Channel Card 
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Figure 5‑6.  Server LRUs Locations - Top Service Bay View

Table 5‑3.  Server LRUs Locations - Top Service Bay View

	Item 
	Description

	16
	Processor Support Module (PSM 0)

	17
	Central Processing Unit (CPU 1)

	18
	Platform Monitor Board

	19
	Central Processing Unit (CPU 0)

	20
	Central Processing Unit (CPU 2)

	21
	Central Processing Unit (CPU 3)

	22
	Processor Support Module (PSM 1)

	23
	Memory Carrier/Memory Dual Inline Memory Modules (DIMMs)
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Figure 5‑7.  Server LRUs Locations – Side Service Bay View

Table 5‑4.  Server LRUs Locations – Side Service Bay View

	Item 
	Description

	24
	Card Cage Fan (Fan 2)

	25
	Card Cage Fan (Fan 3)

	26
	Card Cage Fan (Fan 5)

	27
	Card Cage Fan (Fan 4)

	  See Another Document
	For further detailed information on the FDS, refer to the Hewlett Packard 9000 Enterprise Server Configuration Guide.


5.2.1 Controls and Indicators

Front Panel

The FDS (HP9000) contains the following Front Panel controls and indicators (refer to Figure 5-8 through Figure 5-11 and Table 5-5 through Table 5-8):

· Run Light Emitting Diode (LED)

· Attention (Attn.) LED

· Fault LED

· Remote LED

· Power LED

· Power Switch

The FDS Front Panel contains a Power Switch with a protective cover, to power the System on and off.  The Power LED is located next to the switch and indicates when system power is on.  Each FDS contains a Peripheral Door to protect the Peripheral Bay.  The door must be open to gain access to those LRUs that are removed from the front.
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Figure 5‑8.  Server Controls and Indicators – Front Cover Closed

Table 5‑5.  Server Controls and Indicators – Front Cover Closed

	Item 
	Name
	Description

	1
	Run LED (Green)
	On – Normal Indication

Flash Slow (1/2 Sec) – Executing code or waiting for a response.

	2
	Attn. LED (Amber)
	Off – Normal Indication

Flash Slow (1/2 Sec) – System Interrupt.

	3
	Fault LED (Red)
	Off – Normal Indication

Flash Slow (1/2 Sec) – System has crashed and rebooted itself successfully.

	4
	Remote LED (Amber)
	On - Remote Console capability is enabled.

Off - Remote Console capability is disabled.

	5
	Power LED (Green)
	On – The AC power is on.

Flash Slow (1/2 Sec) – Power is in Standby Mode.

	6
	Power Switch
	System power On/Off switch. 
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Figure 5‑9.  Server Controls and Indicators – Front Cover Removed

Table 5‑6.  Server Controls and Indicators – Front Cover Removed

	Item 
	Name
	Description

	7
	Disk Activity LED (Green)
	On or Flashing – Normal activity on Disk Drive.

Off – No activity on Disk Drive.

	8
	Disk Attention LED (Amber)
	On – Ready for Hot Plug.

Off - Normal

	9
	Headphone Jack
	Use to listen to DVD.

	10
	Volume Control
	Controls Headphone volume.

	11
	Busy LED (Amber)
	On – Data access operation being performed.

Flashing – Data transfer being performed.

On Continually – A problem exists.

	12
	Eject Button
	Opens the Disk Tray to add or remove a disk.

	13
	Power Supply LED (Green)
	On – Normal operation.

Off – Power Supply failure.

	14
	Chassis Fan LED (Amber)
	On – Fan failure

Off – Normal operation.


Rear Panel

The FDS  contains the following Rear Panel controls and indicators (refer to Figure 5-10 and Table 5-7.
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Figure 5‑10.  Server Controls and Indicators – Rear View

Table 5‑7.  Server Controls and Indicators – Rear View

	Item
	Name
	Description

	14
	Refer to Figure 5-9 and Table 5-6
	

	15
	Power Connector
	Power Supply 2 AC Input

	16
	Power Connector
	Power Supply 1 AC Input

	17
	Power Connector
	Power Supply 0 AC Input

	18
	Power Converter Fan LED (Amber)
	On – Fan failure

Off – Normal operation.

	19
	SCSI Mode (Green)
	On – Low Voltage Differential (LVD) Mode.

Off – Single Ended Mode.

	20
	SCSI Terminator Power LED (Amber)
	On – Terminator power present.

Off - Terminator power not present.

	21
	68-Pin SCSI Connector
	To DAT Drive


	22
	Link LED (Green)
	On – Link OK.

Flashing – Data being transmitted.

	23
	100 Base-T Mode/10 Base-T Mode LED (Green/Amber)
	Green On – 100 Base-T Mode.

Green Flashing – 100 Base-T Receiving.

Amber On – 10 Base-T Mode.

Amber Flashing – 10 Base-T Receiving.

	24
	RJ-45 Connector
	To Server (Heart Beat) Connection.

	25
	RJ-45 Connector
	Not Used

	26
	Link OK/LAN Transmit/GSP Test Failed LED (Green/Red)
	Green On – Link OK.

Green Flashing – LAN transmit.

Red On – GSP Test Failed.

	27
	GSP On/LAN Receive/GSP Test Failed LED (Green/Red)
	Green On – GSP Power On..

Green Flashing – LAN Receive.

Red On – GSP Test Failed.

	28
	D-Type 25–Pin Connector
	To Maintenance Patch Panel.

	29
	15-Pin AUI Connector
	Not Used

	30
	68-Pin SCSI Connector or Fiber Card Connector
	Disk Array Connection

	31
	68-Pin SCSI Connector or Fiber Card Connector
	Disk Array Connection

	32
	BNC Connector
	Not Used

	33
	100Mbps LED (Green)
	On – 100Mbps Link is established.

Off – No Connection

	34
	Network Status LED (Amber)
	On – Data Transmitting at 10/100Mbps.

Off – No Data Transmission.

	35
	RJ-45 Connector
	To Patch Panel (LAN/Ethernet)


Side Panel

The FDS contains the following controls and indicators (refer to Figure 5-11 and Table 5-8.
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Figure 5‑11.  Server Controls and Indicators – Server Side Cover Removed

Table 5‑8.  Server Controls and Indicators – Server Side Cover Removed

	Item
	Name
	Description

	36
	Card Cage Fan LED (Amber)
	On – Fan failure

Off – Normal operation.


5.2.2 Setup/Configuration

IP Addresses

The OASIS equipment uses common IP addressing and Hostname schemes from site to site.  The first 3 fields of an IP Address XE "IP Address"  represent a Site Identifier (Site ID) and the last field is used to designate a specific piece of site equipment.  The IP Addresses for the Flight Data Servers XE "Flight Data Servers"   and FDS software are designated as follows:

· Primary FDS  -  xxx.xxx.xx.2, where the x’s represent a Site ID.

· Secondary FDS  -  xxx.xxx.xx.3, where the x’s represent a Site ID.

· FDS Software  -  xxx.xxx.xx.10, where the x’s represent a Site ID.

5.2.2.1 To check the IP Addresses of the Flight Data Servers

1.
Login to the Maintenance Position (Backup NT Server), to verify that the IP Address is set correctly and the FDS is communicating via the network.

2.
<Select> Start>Programs>Accessories>Command Prompt to open a DOS Window.

3.
At the prompt, <Type> ping(xxx.xxx.xxx.xxx where the “x”s represent the IP Address for the FDS under test.


The system should reply a number of times with the correct IP Address.  If the system responds with a “timeout”, recheck the IP Address and the Network connections.

FDS Processes

When operating normally the primary FDS will have 15 software processes running.  These 15 processes can be viewed using the ps(–usrm command, and can generally be used to verify that the primary FDS is healthy and operating normally.  The following table lists the 15 processes and provides a brief description of each.

Table 5‑9.  FDS Process Descriptions

	ITEM #
	COMMAND
	DESCRIPTION

	1
	srm
	The Shared Resource Manager (srm) is the master process of the FDS.  This program is a database manager and a process manager.  It provides a relational-like database functionality for the FDS processes.  It also starts all the main processes that comprise the FDS and monitors their health.  SRM is the process that MC/ServiceGuard monitors to determine the health of the overall FDS system.  The online database maintained by the SRM process contains a large portion of the dynamic data in the FDS system including all flight plans, general facility messages, LE messages, NADIN transmit queues, P-list, I-list, S-list, pilot and user records, etc.

	2
	dbm
	The DataBase Manager (dbm) server process manages all dynamic weather & NOTAM database transaction requests. This process receives all update requests for the weather database and performs those updates.  It also maintains a recovery log that is used to restore the integrity of the weather database in the event of a system failure/failover.  The database is designed for storage of alphanumeric & graphical weather, NOTAM, ATCCC flow control advisory, special use airspace, and military training route activation products.

	3
	wxu
	The Wx Update (wxu) process is used to transmit updates to the weather database in the form of TCP/IP broadcast messages.  These updates are intended to allow Wings to maintain up-to-date copies of data structures, such as the Inbound and Proposed Lists.

	4
	fds_inetd
	The FDS Internet Daemon (fds_inetd) is designed to listen for incoming TCP/IP connection requests on certain well-known ports and to invoke a specific service for that connection.  This process listens on the specific ports provided for the WINGS and OASIS Training system interfaces, and when an incoming connection is received, the fds_inetd starts the appropriate process to handle that connection.  The fds_inetd process is separate from the UNIX inted process so that the srm process can manage it.  When the srm process is signaled to perform a system shutdown, the srm forwards it to the fds_inted process, which in turn forwards this signal to all the services that it initiated, as well.

	5
	upd
	The Update (upd) process is used to transmit updates to key FDS data structures in the form of TCP/IP broadcast messages.  These updates are intended to allow the Wings subsystem to maintain up-to-date copies of data structures, such as the Inbound List and the Proposed List.

	6
	w2_dq
	This process is an “adaptor” process.  It’s single task is to monitor the WMSCR transmit queue in the database managed by SRM.  Whenever there is a message waiting to be transmitted, this process reads a copy of the message from the database and sends it to the w2_int process over a private socket connection.

	7
	sched_server
	The Schedule Server (sched_server) process maintains the FDS system schedule.  This schedule implements the transmitting of all outgoing Service B messages at the proper time.

	8
	w2_int
	This is the WMSCR-over-NADIN-2-Interface (w2_int) process.  This program accepts the incoming connections from WMSCR and handles the task of complying with the WMSCR ICD.  Any messages received from WMSCR by this program are decoded, converted to an internal FDS format, and transmitted onto the WMSCR receive queue.  This process also removes any messages waiting to be transmitted to WMSCR from the WMSCR transmit queue, formats them into the correct structure and sends them to WMSCR.

	9
	scrman_stats
	This process (scrman_stats) monitors various FDS system statistics, moving values from in-memory counters into statistics files.  It also serves as a sort of watchdog process.  It periodically: scans the system process table for stopped processes, scans the mounted disk systems for file systems that are nearly full, and scans the DUAT statistics for any DUAT sessions that may have gotten stuck.

	10
	wmsc_read
	The WMSCR Reader (wmsc_read) process is responsible for receiving messages that were placed onto the WMSCR receive queue by the w2_int process.  This process has the task of further breaking down each individual weather product, determining the storage rules for the product, and sending the updates to the weather database manager (dbm).  Any products received from WMSCR that fail to meet certain formatting requirements are placed onto the Weather Data List so that system operators can be alerted to the invalid message and have an opportunity to correct the data.

	11
	gw_int
	The Gateway Interface (gw_int) process provides the interface between the FDS and the OASIS LAN/WAN Gateway (OWLG).  The OWLG is the interface to NADIN II.  The gw_int process provides for a management interface to OWLG as well as a data interface to support inbound and outbound data traffic.  The gw_int process will accept incoming data connections and will initiate outgoing data connections when there is data to be transmitted.  Any inbound messages received are placed onto the NADIN receive queue.

	12
	wx_client
	This Weather Client (wx_client) process is only necessary in an OASIS systems that includes a DUAT component.  This process connects to the Weather Graphic Server to retrieve the products that are requested by DUAT clients.

	13
	n2_read
	The NADIN II Reader (n2_read) process is responsible for receiving messages that were placed onto the NADIN receive queue by the gw_int process.  This process has the task of further breaking down each individual message, determining the type of message, and the action required for this message.  Flight data messages, ATCSCC messages, and some assorted other messages are automatically processed to an extent. While Search and Rescue messages, General Facility messages, any unknown messages, or any other message that is improperly formatted are placed onto the Facility Message List so that system operators have an opportunity to respond to the invalid messages or to correct the data.


	14
	gw_dq
	The Gateway Data Queue (gw_dq) process is an “adaptor” process.  It’s role is to monitor the NADIN transmit queue in the database managed by SRM.  Whenever there is a message waiting to be transmitted, this process reads a copy of the message from the database, determines the correct X.25 addressing for the message, and sends it to the gw_int process over a private socket connection.

	15
	fpbackup
	The FDSbackup script is a UNIX script that calls various FDS utilities to collect data from the various locations where it is stored.   Anyone with a UNIX account can run FDSbackup.  FDSbackup does not affect the normal operation of the FDS although there is probably a imperceptible impact to system performance.  A system backup only needs to be performed on one FDS since all of the collected data is stored on the shared disk array


NOTE:  If the 15 software processes are not running on the primary FDS it may be necessary to halt the cluster, shutdown and reboot the suspect FDS, then restart the cluster per the Testing Procedures, below.

5.2.3 Maintenance Procedures

Preventive Maintenance

Table 5-10 shows the proper intervals for cleaning the Tape Heads in the Tape Drive module.  You must clean the Tape Heads whenever the Clean Indicator LED flashes.  Cleaning the heads is the only way to reset the Clear Indicator.

Table 5‑10.  Tape Head Cleaning Interval

	Number of Cartridges Used
	Cleaning intervals

	1
	Every 8 weeks

	2
	Every 4 weeks

	3
	Every 3 weeks

	4
	Every week


CAUTION:  Only use the HP 92283K Cleaning Cartridge to clean the Tape Heads.  Do not use cotton swabs or other tools to clean the heads.

To clean the Tape Heads

NOTE:  The cleaning cycle takes about 30 seconds.  If the cleaning cartridge ejects in less than 20 seconds and the Clean LED is still lit, no cleaning has occurred.  Replace the cleaning cartridge and repeat the process.

1.
Slide the cleaning cartridge into the Drive.  The cartridge is automatically loaded and the heads are cleaned.

2.
At the end of the cleaning cycle, the cleaning cartridge is automatically ejected.

3.
After the cleaning cartridge is ejected, write the date on the cartridge label.  This record tells you how many times the cleaning cartridge has been used.

4.
Discard the cleaning cartridge after it has been used 50 times.

FDS Shutdown and Restart Procedures

On occasion it may be necessary to shutdown and power-off an FDS to perform a maintenance action such as remove and replace a PCB, or to end a UNIX session and logoff an FDS.  Under normal operating conditions FDS-1 is operating as the primary and FDS-2 is the backup, and the procedures for shutting down these Servers are slightly different.  To avoid any interruption of service to the WINGS users, the Maintainer must force a failover of the operational software to FDS-2 prior to halting and shutting down FDS-1.  This section contains the following  procedures: 

· Shutdown/Power Off FDS-2

· Force a Failover and Shutdown/Power Off FDS-1

· Logoff an FDS

· FDS Power Up/Login

5.2.3.1 To access an FDS (1 or 2) from the Backup NT Server (NT-2)

1.
At the Maintenance Patch Panel, connect the backup NT Server (NT 2) to FDS-1 or FDS-2.

2.
At the Windows Desktop on NT Server-2, <Double-click> the HyperTerminal icon.

3.
<Double-click> the Flight Data Server.ht icon to access the HyperTerminal window.

4.
Within HyperTerminal window, <Press> the Enter key to display the “Console Login:” prompt.

5.
At the prompt, <Type> the appropriate Username and Password to login to the FDS.  The FDS should respond with the “fdsNxxx” prompt (where N is equal to the desired FDS (1 or 2), and xxx is equal to the Site ID).

5.2.3.2 To shutdown and power-off FDS-2

Ensure that FDS-1 is the primary FDS prior to powering off FDS-2 by using the cmviewcl command.

1.
Use the “Accessing an FDS” procedure, to open a window on the Backup NT Server and access FDS-2.

2.
At the “fds2xxx” prompt, <Type> cmviewcl and <Press> the Enter key to display the status on both Servers and the Cluster.

	CLUSTER
	STATUS
	
	
	

	cluster 1
	up
	
	
	

	
	
	
	
	

	NODE
	STATUS
	STATE
	
	

	fds1xxx
	up
	running
	
	

	
	
	
	
	

	PACKAGE
	STATUS
	STATE
	AUTO_RUN
	NODE

	fds_pkg
	up
	running
	enabled
	fds1xxx

	
	
	
	
	

	NODE
	STATUS
	STATE
	
	

	fds2xxx
	up
	running
	
	

	
	
	
	
	

	PACKAGE
	STATUS
	STATE
	AUTO_RUN
	NODE

	tfds_pkg
	up
	running
	disabled
	fds2xxx

	
	
	
	
	


3.
Check the Status Display to ensure that FDS-1 is the primary Server (the Server listed as “enabled” and running the “fds_pkg”).  Also check to ensure that the Node “fds2xxx” has a status of “up”.

NOTE:   Shutting down FDS-2 will render the Training Simulator and HP OpenView XE "HP OpenView"  unavailable to users until the system is returned to a fully operational (redundant) state.  All active users within the NT Domain should be warned. Refer to Sending Global Messages using NT Server-2 within Section 3.

4.
At the “fds2xxx” prompt, <Type> cmhaltnode(-f(fds2xxx (where xxx equals a valid Site ID) and <Press> the Enter key to halt any software processes running on FDS-2.

5.
At the “fds2xxx” prompt, <Type> cmviewcl  and <Press> the Enter key. The system should respond with a display containing the following line:

NODE

STATUS
STATE

fds2sup

down

halted

CAUTION:  Using the shutdown command commits the user to go all the way to a powered-off state.  Once the system has halted the cmrunnode or the cmruncl commands will not work to restart a node or the cluster, you must power-off the FDS and restart it.

6.
At the “fds2xxx” prompt, <Type> shutdown(-h and <Press> the Enter key to place the HACC in a single-user state and prepare FDS‑2 for power off.  When using the shutdown –h command, the number of seconds to delay can be specified. For example: to set a 10 second delay  <Type> shutdown(–h(10.  

If asked "Do you want to send your own message?", <Type> n to continue.
7.
The Server being shutdown will immediately begin warning all users of the impending shutdown.  When the grace period is complete the system will display the following:

SYSTEM BEING BROUGHT DOWN NOW ! ! !

Do you want to continue? (You must respond with 'y' or 'n'.).

8.
Upon a y (yes) response, the FDS will perform a graceful shutdown and will display the processes as they are being stopped.  Wait for the following message before powering-down the FDS.

System has halted.

OK to turn off power or reset system.

9.
Upon receiving the above message, <Press> the Power switch on the Front Panel of FDS-2 to the OFF position and perform the required maintenance, as necessary.

NOTE:  The boot process take approximately five minutes.  During the boot process, maintenance significant information concerning the system status such as memory status, network connections, and software processes are scrolled to the screen.

5.2.3.3 To failover, shutdown and power-off FDS-1

This procedure is used when FDS-1 is operating as primary and FDS-2 is the backup, and requires that the Maintainer force a failover of the operational software to FDS-2 prior to halting and shutting down FDS-1.

1.
Use the “Accessing an FDS” procedure, to open a window on the Backup NT Server and access FDS-1.

2.
At the “fds1xxx” prompt, <Type> cmviewcl and <Press> the Enter key to display the status on both Servers and the Cluster. 

	CLUSTER
	STATUS
	
	
	

	cluster 1
	up
	
	
	

	
	
	
	
	

	NODE
	STATUS
	STATE
	
	

	fds1xxx
	up
	running
	
	

	
	
	
	
	

	PACKAGE
	STATUS
	STATE
	AUTO_RUN
	NODE

	fds_pkg
	up
	running
	enabled
	fds1xxx

	
	
	
	
	

	NODE
	STATUS
	STATE
	
	

	fds2xxx
	up
	running
	
	

	
	
	
	
	

	PACKAGE
	STATUS
	STATE
	AUTO_RUN
	NODE

	tfds_pkg
	up
	running
	disabled
	fds2xxx

	
	
	
	
	


3.
Check the Status Display to ensure that FDS-1 is the primary Server (the Server listed as “enabled” and running the “fds_pkg”).  Also check to ensure that the node “fds2xxx” has a status of “up”.  

NOTE:  The next step is used to halt FDS-1.  Halting FDS-1 will automatically force the operational Flight Data software to failover and beginning running on FDS‑2.  This may cause a short delay of service to any active WINGS and HP Overview users but should allow them to continue all user sessions.  However, the Training Simulator will become unavailable to users until the system is returned to a fully operational state.  All active users within the NT Domain should be warned using the “To Send a Global Message to the NT Domain” procedure in Section 3.

4.
At the “fds1xxx” prompt, <Type> cmhaltnode -f fds1xxx (where xxx equals a valid Site ID) and <Press> the Enter key to halt any software processes running on FDS-1, and force the operational software to failover and begin running on FDS-2.

5.
At the “fds1xxx” prompt, <Type> cmviewcl and <Press> the Enter key.  The system should respond with the following display showing that fds1 is halted, fds2 is running and fds2 is running the fds_pkg:

	CLUSTER
	STATUS
	
	
	

	cluster1
	up
	
	
	

	
	
	
	
	

	NODE
	STATUS
	STATE
	
	

	fds1xxx
	down
	halted
	
	

	fds2xxx
	up
	running
	
	

	
	
	
	
	

	PACKAGE
	STATUS
	STATE
	AUTO_RUN
	NODE

	fds_pkg
	up
	running
	enabled
	fds2xxx

	
	
	
	
	

	UNOWNED_PACKAGES
	
	
	
	

	
	
	
	
	

	PACKAGE
	STATUS
	STATE
	AUTO_RUN
	NODE

	tfds_pkg
	down
	halted
	disabled
	unowned

	
	
	
	
	


6.
At the “fds1xxx” prompt, <Type> shutdown -h and <Press> the Enter key to place the HACC in a single-user state and prepare FDS‑1 for power off.  When using the shutdown –h command, the number of seconds to delay can be specified. For example: to set a 10 second delay  <Type> shutdown(–h(10.  If asked "Do you want to send your own message?", <Type> n to continue.

7.
The Server being shutdown will immediately begin warning all users of the impending shutdown.  When the grace period is complete the system will display the following:

SYSTEM BEING BROUGHT DOWN NOW ! ! !

Do you want to continue? (You must respond with 'y' or 'n'.).

8.
Upon a y (yes) response, the FDS will perform a graceful shutdown and will display the processes as they are being stopped.  Wait for the following message before powering-down the FDS.

System has halted.

OK to turn off power or reset system.

9.
Upon receiving the above message, <Push> the Power Switch on the Front Panel of FDS-1 to the OFF position and perform the required maintenance, as necessary. 

5.2.3.4 To logoff an FDS

This procedure is used when the user is already logged into an FDS through the Backup NT Server using HyperTerminal.

1.
At the “fdsNxxx” prompt (where N is equal to the Server number and xxx is equal to the Site ID),  <Type> exit and <Press> the Enter key to end the UNIX session and <Click> Yes in the Confirmation dialog box to .log the user off and disconnect from the FDS.
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	2.
Once the “Console Login:” prompt is displayed, the user may <Click> the X button to close the Flight Data Server XE "Flight Data Server"  HyperTerminal window, thus closing the hyper-terminal connection to the FDS.



The Backup NT Server should return to the Windows Desktop and be available for normal operations.

5.2.3.5 To Change the FDS Password

The following steps must be performed on each FDS.

1.
Hyperterminal to the FDS and log on as a privileged user.

2.
<Type> password(username  (username requiring changed password)

3.
<Type> the new password.  The system will return "new password, again"

4.
<Type> the new password again as requested.  The new password will be confirmed.

5.
Log off of the FDS

5.2.3.6 To power-up the HACC or a single FDS

If the HACC or a Flight Data Server is completely powered off, use the following procedure to power up the equipment.  Allow 6 to 7 minutes for the FDS to complete the boot process.

CAUTION:  The Disk Array Unit must be powered on prior to either FDS receiving power.  If this is not completed first, the FDS will not recognize the hard drives in the Disk Array Unit.  The DAT drives need to be powered On prior to either FDS.

1.
On the Front Panel of the FDS, <Press> the Power switch to the ON ( | ) position for a single or both Flight Data Servers as necessary (the order is not important).

2.
At the Maintenance Patch Panel, connect the backup NT Server (NT 2) to FDS-1 or FDS-2.

3.
At the Windows Desktop on NT Server-2, <Double-click> the HyperTerminal icon.

4.
<Double-click> the Flight Data Server.ht icon to access the HyperTerminal window.

5.
Wait for the Autostart function (boot process) to complete.  During this time maintenance significant information concerning the system status is scrolled to the screen.

NOTE:  The Autostart function may take up to six or seven minutes.  The FDS will display “The system is ready” when the boot process is complete.

6.
At the “Console Login:” prompt.  <Type> the appropriate Username and Password to login to FDS-1.  The system should respond with the “fdsNxxx” prompt (where “N” is equal to the server number and “xxx” is equal to the Site ID).

7.
At the “fdsNxxx” prompt, <Type> cmviewcl and <Press> the Enter key to display status on both FDSs and the cluster.

8.
Check the Status Display to ensure that the "state" of both FDS-1 and FDS-2 is "running", and that the “fds_pkg” is enabled and running on Node fds1.  If “fds_pkg” is running on Node fds1 then FDS-1 is the primary server.  If “fds_pkg” is running on Node fds2 then FDS-2 is the primary server and the system is running in backup mode.
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	9.
<Type> exit and <Press> the Enter key to end the HyperTerminal session and <Click> Yes in the Confirmation dialog box to disconnect from the FDS.  <Click> the X button to close the  XE "Flight Data Server" HyperTerminal window.


10.
Perform Operational Verification if maintenance has been performed.

5.2.3.7 FDS System Backup and Restore

System backup is a procedure necessary to reduce risk of losing data and to reduce potential downtime.  In the event of a catastrophic failure, operator error, or malicious deletion of data, a system backup provides a snapshot of critical data at a previous point in time.

The FDS system backup script, FDSbackup, collects data from various files on the FDS, packages them up, and stores them on a 4mm tape in the FDS tape drive.  Backups should be performed as part of periodic maintenance and before any upgrade to the FDS software or database. 

The FDS system restore script, FDSrestore, restores data from a backup tape made with FDSbackup.  FDSrestore removes existing data and replaces it with the corresponding data  from the tape backup.  

NOTE:  All changes made to the data since the last backup will be lost! 

Only specific data on the FDS is backed up.  The FDSbackup script always backs up all data types, but an operator can selective which data types to restore. 

5.2.3.7.1 FDS System Backup Procedure

The FDSbackup script is a UNIX script that calls various FDS utilities to collect data from the various locations where it is stored.   Anyone with an FDS account can run FDSbackup.  FDSbackup does not affect the normal operation of the FDS although there is probably an imperceptible impact to system performance.  A system backup only needs to be performed on one FDS since all of the collected data is stored on the shared disk array.

1.
Place a tape in the tape drive of the primary server.  Make sure the tape is not write-protected.

2.
Log into the FDS.

3.
Set the FDSBASE environment variable at the “fdsNxxx” prompt:  <Type> export(FDSBASE=/db and <Press> Enter. 

4.
To verify that the FDSBASE environment variable is correct, <Type> echo($FDSBASE and <Press> Enter.  "/db" should be displayed.

5.
Set the SRMDB environment variable at the “fdsNxxx” prompt:  <Type> export(SRMDB=/db/duat/srm.cur and <Press> Enter.

6.
To verify that the FDSBASE environment variable is correct, <Type> echo($SRMDB and <Press> Enter.  "/db/duat/srm.cur" should be displayed.

7.
Run the system backup script.  At the “fdsNxxx” prompt, <Type> FDSbackup and <Press> the Enter key.

Status information is displayed as the backup proceeds.   A final status line will indicate if the backup was successful or if an error has occurred.  Here is the output from a successful backup:


Backing up the view sequences.

Backing up pre-stored/pre-scheduled flight plans.

Backing up the local NOTAM data.

Backing up the FDC NOTAMs.

Backing up the user information.

Backing up the user preferences.

Creating the backup information file.

Backing up to tape

Backup was successful.


NOTE:  Since one of the data types backed up by the FDSbackup script is the user and password information, store the backup tapes securely.  

NOTE:  When the FDSrestore script is used to restore user information, it will be replacing all WINGS user and passwords with the values from the backup tape.  It is possible to restore  the system to a state where no one knows their password from the time when the tape backup is made.  The OASIS helpdesk can reset a  user’s password  if this situation occurs.

5.2.3.7.2 FDS System Restore Procedure

The FDSrestore script is a UNIX script which reads files from tape that were backed up with the FDSbackup script.  These files are then unpackaged and then used to replace existing FDS data by using various FDS utilities.  The operator executing the FDSrestore script specifies command line options to select what data types should be restored.

When FDSrestore is used to restore WINGS user accounts, all users must be logged out of WINGS before running the FDSrestore script.

The FDSrestore script actually removes existing data and replaces it with data backed up in the past.  Any changes made to the system since the time of the last backup would be lost.   Because of the potential for loss of data, the FDSrestore script requires an FDS account to execute. 
NOTE:  When the FDSrestore script is used to restore user information, it will be replacing all WINGS user and passwords with the values from the backup tape.  It is possible to restore the system to a state where no one knows his or her password from the time when the tape backup is made.  The OASIS helpdesk can reset a user’s password if this situation occurs.

1.
Place the backup tape in the tape drive.  

2.
Log into the FDS.  The user must have root access.

3.
Set the FDSBASE environment variable at the “fdsNxxx” prompt:  <Type> export(FDSBASE=/db and <Press> the Enter key.

4.
Set the SRMDB environment variable at the “fdsNxxx” prompt:  <Type> export(SRMDB=/db/duat/srm.cur and <Press> the Enter key.

5.
If backing up WINGS users (-user or –all) options, verify all WINGS users have logged out of the system. 

6.
Determine what data types you wish to restore.  These types are specified on the command line when executing the FDSrestore script.  More than one option may be specified at a time. 

	Option
	Data Type

	-vs
	View sequence information

	-fp
	Pre-stored flight plans for the particular site (including both scheduled and un-scheduled flight plans)

	-local
	Local NOTAMs and other data stored on the drive N:

	-fdc
	FDC NOTAMs including published/unpublished status

	-user
	WINGS User Ids and Password data including client assignment and functional position information

	-user_prefs
	User preferences stored on drive P:

	-all
	Restore all data types listed above


7.
Run the system backup script.  At the “fdsNxxx” prompt, <Type> FDSrestore([option] and <Press> the Enter key.  Replace “option” with the options from the table above.  Example:  FDSrestore(–user_pref where –user_pref is the [option]
8.
Verify the data types being displayed are the ones that should be restored.  If the data types are correct then  <Type>Y and <Press> the Enter key

The display is then cleared if the operator chose to continue the restore.  The tape header and status information is displayed as the restore proceeds.   A final status line will indicate if the restore was successful or if an error has occurred.  Here is a sample output from a successful restore using the “-all” option:

Tape contents:

DBVER : 230

BACKUPDATE : Tue Apr 23 18:43:55 GMT 2002

/srm/backup/FDC.gz

/srm/backup/VS.tgz

/srm/backup/presched.gz

/srm/backup/prestored.gz

/srm/backup/shared.tgz

/srm/backup/user.tgz

/srm/backup/usr_prefs.tgz

IMPORTANT!  Restoring data will destroy pre-existing data!

You have chosen to restore the following FDS data from a backup tape:

        - View sequences (/db/VS)

        - Pre-stored/pre-scheduled flight plans

        - Local NOTAMs (/shared)

        - FDC NOTAMs

        - User preferences (/usr_prefs)

        - User information (user accounts, functional positions...)

Restoring these data types will remove any pre-existing data of each

of these data types.

Verify all users are logged out of WINGS before continuing.

Do you wish to continue (y/n)?

Reading backup files from tape.

Restoring view sequences.

Restoring pre-stored/pre-scheduled flight plans.

Restoring local NOTAM data.

Restoring FDC NOTAMs                                  

Restoring the user information.

Restoring the user preferences.

Restore was successful.

NOTE: As a safety precaution, always do a backup after a system upgrade.

5.2.4 Remove and Replace Procedures

For the interconnect information on LRUs, use the OASIS Site Drawing Package for your location.

For a demonstration of each Server LRU removal and replacement, refer to the HP I-Class Hardware Information CD. 
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WARNING:  The Flight Data Server weighs approximately 95 pounds.  In the unlikely event that the Flight Data Server needs to be removed from the rack, a three person lift is required.

5.2.4.1 To remove and replace the Server
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	CAUTION:  Do not touch the rear connectors on the Server.  The Server is susceptible to electrostatic discharge and damage to the Server may occur.


To remove the Server, perform the following procedure:

1.
Perform a FDS Shutdown in accordance with FDS Shutdown and Restart Procedures in this section prior to removing the Server.

2.
Tag and remove all cables from the Server.

3.
Open the front cover and remove the screws from the right side of the Server.

4.
Remove the blank panel located below the Server.

5.
Grasp the Server chassis and slowly pull the Server forward until the rail clips lock into place.

6.
From the bottom of the Server, pull down and turn to lock into place the two Server guide pins located on the right side.

NOTE:  The Server guide pins are used to align the Server to the rail’s mounting surface.

7.
From the bottom of the Server, use an Allen wrench to remove the two screws that mount the Server to the rail’s mounting surface.

8.
Remove the Server from the rack.

To replace the Server, perform the following procedure:

1.
Place the Server on the rail mounting surface.

2.
From the bottom of the Server, align the Server with the rail mount screw holes and release the Server guide pins.

3.
From the bottom of the Server, install the two Allen screws that mount the Server to the rail’s mounting surface.  Use a Allen wrench to tighten the Allen screws.

4.
While pressing the Server’s rail clips (refer to Figure 5-12), slowly push the Server into the rack.
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Figure 5‑12.  Server Removal/Replacement

5.
Install and tighten the screws that fasten the Server to the rack.

6.
Install the blank panel below the Server.

7.
Install cables and remove tags.

8.
Perform a FDS Restart in accordance with the FDS Shutdown and Restart Procedures in this section.

9.
After removing and replacing a Server, check it’s operation by performing the steps to verify a Server within the Testing Procedure.

5.2.4.2 To remove and replace the Server Hot Swap Side Cover

NOTE:  The power to the Server does not have to be off to remove the Side Cover.  However, operation of the Server without the side cover in place can make it susceptible to EMI problems

To remove the Server Side Cover, perform the following procedure:

1.
Attach an anti-static strap to your wrist and ground it to the main chassis.

2.
Open the front cover and remove the screws from the right side of the Server.

3.
Grasp the Server chassis and slowly pull the Server forward until the rail clips lock into place (refer to Figure 5-12).

4.
Loosen the captive T-15 screws that hold the Side Cover in place (Refer to Figure 5-13).

5.
Grasp the strap handle and pull the cover away from the Server.

To replace the Server Side Cover, perform the following procedure:

1.
Grasp the strap handle and insert the tabbed end of the cover into the server chassis slots on the right side of the side service bay. 

2.
Push the cover into the side service bay opening and fasten the captive T-15 screws that hold the side cover in place (refer to Figure 5-13).

3.
While pressing the Server’s rail clips (refer to Figure 5-12), slowly push the Server into the rack.

4.
Open the front cover and install the screws in the right side of the Server.
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Figure 5‑13.  Server Side Cover Removal/Replacement

5.2.4.3 To remove and replace the Server Hot Swap Top Cover and Air Baffle

NOTE:  The power to the Server does not have to be off to remove the Top Cover and Air Baffle.  However, operation of the Server without the side cover in place can make it susceptible to EMI problems

To remove the Server Top Cover and Air Baffle, perform the following procedure:

1.
Attach an anti-static strap to your wrist and ground it to the main chassis.

2.
Open the front cover and remove the screws from the right side of the Server.

3.
Grasp the Server chassis and slowly pull the Server forward until the rail clips lock into place (refer to Figure 5-12).

4.
Loosen the captive T-15 screws that hold the Top Cover in place. 

5.
While grasping the Top Cover strap handle (refer to Figure 5-14), raise the cover slightly, and pull the cover toward the front of the server to free the cover tabs from the slots in the chassis.
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Figure 5‑14.  Server Top Cover Removal/Replacement

6.
Remove the Top Cover.

7.
Loosen the captive T-15 screws that hold the Air Baffle in place.

8.
Remove the Air Baffle from the Server (refer to Figure 5-15).
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Figure 5‑15.  Server Air Baffle Removal/Replacement

To replace the Server Top Cover and Air Baffle, perform the following procedure:

1.
Attach an anti-static strap to your wrist and ground it to the main chassis.

2.
Set the Air Baffle in place over the opening for the Top Service Bay (refer to Figure 5-15) and tighten the captive T-15 screws.

3.
Align the tabs on the end of the Top Cover (refer to Figure 5-14) with the corresponding slots in the Server chassis and seat the tabs fully into the slots. 

4.
Seat the Top Cover in the top of the Service Bay and tighten the captive T-15 screws that hold the Top Cover in place.

5.
While pressing the Server’s rail clips (refer to Figure 5-12), slowly push the Server into the rack.

6.
Open the front cover and install the screws in the right side of the Server.

5.2.4.4 To remove and replace a Server Hot Swap Chassis Fan Cover

NOTE:  The power to the Server does not have to be off to remove the Chassis Fan Cover.

NOTE:  There are two Chassis Fan Covers.  One cover is installed over Fan 0 located on the front of the Server and the other is installed over Fan 1 located in the rear of the Server.

NOTE:  To gain access to Fan 1’s Chassis Fan Cover the Server must be extended out from the rack approximately 10 inches.

To remove a Chassis Fan Cover, perform the following procedure:

1.
Loosen the captive T-15 screws from the sides of the cover (refer to Figure 5-16).
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Figure 5‑16.  Chassis Fan Cover Removal/Replacement – Front View

2.
Gently pry the cover away from the Server and set it aside. 

To replace a Chassis Fan Cover, perform the following procedure:

1.
Insert the cover into position in front of the fan (refer to Figure 5-16).

2.
Tighten the captive T-15 screws on each side of the cover.

5.2.4.5 To remove and replace a Server Hot Swap Chassis Fan:
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	CAUTION:  Running the server for extended periods of time with a cooling fan removed may create hot spots inside the server and shorten component life.
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	CAUTION:  If other fans fail when one fan is removed, the system will halt.


NOTE:  When one fan has failed (or is removed from the server) during operation, the system automatically puts the remaining fans into high-speed mode. The noise level of the server will increase.

NOTE:  To gain access to Fan 1 the Server must be extended out from the rack approximately 10 inches.    The power to the Server does not have to be off to remove the Chassis Fan.

To remove a Chassis Fan, perform the following procedure:

1.
Identify the fan to be removed by checking the LED located on the fan.  When a fan is functioning normally, the LED is OFF.  When the fan fails, the LED is ON.

2.
Remove the Chassis Fan Cover from the failed fan in accordance with the Server Chassis Fan Cover Removal and Replacement Procedures in this section.

3.
Note the orientation of the fan as determined by the letter F or R in the upper left hand corner of the fan.

NOTE:  There are two Chassis Fans.  Fan 0 is located on the front of the Server and Fan 1 located in the rear of the Server.  Both fans are identical but can be mounted as either an intake or exhaust fan.  Fan 0 is mounted as an intake fan and Fan 1 is mounted as an exhaust fan.  The letter R (Rear) or F (Front) located in the upper left hand corner of the fan determines the orientation of the fan.  Fan 0 is mounted so that the letter F appears in the upper left hand of the fan and Fan 1 is mounted so that the letter R appears in the upper left hand corner.  As an aid during installation the letters R and F are also stamped on the Server chassis. 

4.
Grasp the fan (Figure 5-17, item 1) and gently pull it toward you.  The fan assembly will unplug from the electrical outlet and slide out of the Server. 
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Figure 5‑17.  Chassis Fan Removal/Replacement – Rear View

To replace a Chassis Fan, perform the following procedure:

1.
Prior to installing the fan, orient the fan so that the letter in the upper left hand corner of the fan is the same as previously noted.

2.
After orienting the fan, ensure that the chassis outlet connects with the fan assembly’s power connector.  If the fan’s power connector is covered by a protective cover (refer to Figure 5-17, item 1), slide it down to remove it and slide it over the power connection on the other side of the fan.

3.
Push the fan firmly into the housing.  The fan assembly will plug into the electrical outlet automatically.

4.
Verify that the fan’s LED is OFF.

5.
Replace the Chassis Fan Cover in accordance with the Server Chassis Fan Cover Removal and Replacement Procedures in this section.

5.2.4.6 To remove and replace a Server Hot Swap Card Cage Fan
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	CAUTION:  Running the server for extended periods of time with a cooling fan removed may create hot spots inside the server and shorten component life.
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	CAUTION:  If other fans fail when one fan is removed, the system will halt.


NOTE:  When one fan has failed (or is removed from the server) during operation, the system automatically puts the remaining fans into high-speed mode. The noise level of the server will increase.

NOTE:  The power to the Server does not have to be off to remove the Card Cage Fan.

To remove a Card Cage Fan, perform the following procedure:

1.
Remove the Server’s Side Cover in accordance with the Server Side Cover Removal and Replacement Procedures in this section.

2.
Identify the fan to be removed by checking the LEDs located on the fans.  When a fan is functioning normally, the LED is OFF.  When the fan fails, the LED is ON.

3.
After determining which fan has failed, pull it out of the Side Fan Assembly Housing (Figure 5-18).  It will automatically disconnect from its electrical outlet on the I/O Backplane.
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Figure 5‑18.  Server Card Cage Fan Removal/Replacement

To replace a Card Cage Fan, perform the following procedure:

1.
Orient the replacement fan into its slot in the Side Fan Assembly Housing (refer to Figure 5-18) and carefully push it in until it connects with its electrical outlet on the I/O Backplane.

2.
Verify that the fan’s LED is OFF.

3.
Replace the Server’s Side Cover in accordance with the Server Side Cover Removal and Replacement Procedures in this section.

5.2.4.7 To remove and replace a Server Hot Swap Power Converter Fan
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	CAUTION:  Running the server for extended periods of time with a cooling fan removed may create hot spots inside the server and shorten component life.
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	CAUTION:  If other fans fail when one fan is removed, the system will halt.


NOTE:  When one fan has failed (or is removed from the server) during operation, the system automatically puts the remaining fans into high-speed mode. The noise level of the server will increase.

NOTE:  The power to the Server does not have to be off to remove the Power Converter Fan.

NOTE:  There are two Power Converter Fans.  Fan 6 and Fan 7 are located in the rear of the Server.  To gain access to the fans the Server must be extended out from the rack approximately 10 inches.

To remove a Power Converter Fan, perform the following procedure:

1.
Identify the fan to be removed by checking the LED located on the fan.  When a fan is functioning normally, the LED is OFF.  When the fan fails, the LED is ON.

2.
There are four captive T-15 screws attached to each corner of each fan.  Loosen only the two Torx-head screws located diagonally across the face of the fan (upper left, lower right sides) (Figure 5-19).
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Figure 5‑19.  Server Power Converter Fan Removal/Replacement

3.
Grasp the extended screw-heads (or the fan grill) and gently pull toward you. The fan assembly will unplug from the electrical outlet and slide out of the server. 

To replace a Power Converter Fan, perform the following procedure:

1.
Orient the fan assembly so that the electrical plug will connect.

2.
Grasp the extended screw-heads (or the fan grill) and gently push the fan assembly into its housing.  The fan assembly plug will connect with the electrical outlet in back of the housing.

3.
Verify that the fan’s LED is OFF.

4.
Tighten the two captive Torx-head screws located diagonally across the face of the fan (upper left, lower right sides).

5.2.4.8 To remove and replace a Hot Plug Disk Drive

Perform the following procedure to determine whether the Logical Volume Manager (LVM) found the physical volume to be defective when the volume group was activated.

1.
Log on to the FDS that appears to have the bad drive as a privileged user.

2.
<Type> vgdisplay(/dev/vg00 and <Press> the Enter key.


If the disk was defective when the vgchange command was entered, the following message will be printed one or more times:


WARNING:  VGDISPLAY: WARNING: COULDN'T QUERY PHYSICAL VOLUME "/DEV/DSK/c#t#d#"
THE SPECIFIED PATH DOES NOT CORRESPOND TO PHYSICAL VOLUME ATTACHED TO THE VOLUME GROUP.
VGDISPLAY: WARNING: COULDN'T QUERY ALL OF THE PHYSICAL VOLUMES.

In these messages, "c#" is the SCSI ID, "t#" is the Target ID, and "d0" is the Logical Unit number which is always 0.
3.
If these messages are displayed, remove and replace the bad disk, referring to the following chart:  

SCSI ID’s

c1

Primary drive in the FDS (Lower Drive)

c2

Redundant Drive in the FDS (Upper Drive)

c3

Digital Versatile Disc (DVD)

4.
If no warnings occurred, determine the current status of each logical volume as follows:
Note:  The # symbol in this next step represents a logical volume number (1 through 9).


<Type> lvdisplay(-v(/dev/vg00/lvol#(|(more and <Press> the Enter key.  


When the lvdisplay command is entered, a report will be displayed.  The display is divided into three sections; “Logical volumes”, “Distribution of Logical Volume” and “Logical Extents”.  Of primary interest are the “Status 1” and “Status 2” columns of the “Logical Extents” section.  The contents of the “Status” columns specify whether the logical volume is “current” or “stale”.

---Logical volumes ---

	LV Name
	/dev/vg00/lvol#

	VG Name
	/dev/vg00

	LV Permission
	read/write

	LV Status
	available/syncd

	Mirror copies
	1

	Consistency Recovery
	MWC

	Schedule
	parallel

	LV Size (Mbytes)
	256

	Current LE 
	64

	Allocated PE 
	128

	Stripes 
	0

	Stripe Size (Kbytes) 
	0

	Bad block
	off

	Allocation
	strict/contiguous

	IO Timeout (Seconds)
	default


---Distribution of Logical volume---
	PV Name
	LE on PV
	PE on PV

	/dev/dsk/c1t6d0    
	64
	64

	/dev/dsk/c2t6d0    
	64
	64


---Logical extents --- (Example of functional drive)
	LE
	PV1
	PE1
	Status1
	PV2
	PE2
	Status 2

	00000
	/dev/dsk/c1t6d0
	00000
	current
	/dev/dsk/c2t6d0    
	00000
	current

	00001
	/dev/dsk/c1t6d0
	00001
	current
	/dev/dsk/c2t6d0    
	00001
	current

	00002
	/dev/dsk/c1t6d0
	00002
	current
	/dev/dsk/c2t6d0    
	00002
	current

	00003
	/dev/dsk/c1t6d0
	00003
	current
	/dev/dsk/c2t6d0    
	00003
	current

	00004
	/dev/dsk/c1t6d0
	00004
	current
	/dev/dsk/c2t6d0    
	00004
	current

	00005
	/dev/dsk/c1t6d0
	00005
	current
	/dev/dsk/c2t6d0    
	00005
	current

	00006
	/dev/dsk/c1t6d0
	00006
	current
	/dev/dsk/c2t6d0    
	00006
	current

	00007
	/dev/dsk/c1t6d0
	00007
	current
	/dev/dsk/c2t6d0    
	00007
	current

	00008
	/dev/dsk/c1t6d0
	00008
	current
	/dev/dsk/c2t6d0    
	00008
	current


---Logical extents --- (Example of non-functional drive)
	LE
	PV1
	PE1
	Status1
	PV2
	PE2
	Status 2

	00000
	/dev/dsk/c1t6d0
	00000
	stale
	/dev/dsk/c2t6d0    
	00000
	current

	00001
	/dev/dsk/c1t6d0
	00001
	stale
	/dev/dsk/c2t6d0    
	00001
	current

	00002
	/dev/dsk/c1t6d0
	00002
	stale
	/dev/dsk/c2t6d0    
	00002
	current

	00003
	/dev/dsk/c1t6d0
	00003
	stale
	/dev/dsk/c2t6d0    
	00003
	current

	00004
	/dev/dsk/c1t6d0
	00004
	stale
	/dev/dsk/c2t6d0    
	00004
	current

	00005
	/dev/dsk/c1t6d0
	00005
	stale
	/dev/dsk/c2t6d0    
	00005
	current

	00006
	/dev/dsk/c1t6d0
	00006
	stale
	/dev/dsk/c2t6d0    
	00006
	current

	00007
	/dev/dsk/c1t6d0
	00007
	stale
	/dev/dsk/c2t6d0    
	00007
	current

	00008
	/dev/dsk/c1t6d0
	00008
	stale
	/dev/dsk/c2t6d0    
	00008
	current


NOTE: Status of "stale" instead of "current" in the Logical extents portion of the report indicates failure of the corresponding device.
5.
Repeat the lvdisplay(-v(/dev/vg00/lvol#(|(more command for volumes 1 through 9, or until the defective volume is identified.  
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	CAUTION:  Always replace the Air Baffles in the drive slots to avoid over-heating which will damage the system.


NOTE:  Disk Drives can be removed or installed with the server still powered on. This is referred to as a "manual Hot Plug". 

To remove a disk drive from the server, perform the following procedure:

6.
Attach an anti-static strap to your wrist and ground it to the main chassis.

7.
Grasp the tab at the bottom of the cam latch on the selected disk drive   (Figure 5-20 and Table 5-11).  Push the button inside the cam latch and pull the cam latch out and up.
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Figure 5‑20.  Hot Plug Disk Drive Removal/Replacement

Table 5‑11.  Hot Plug Disk Drive Removal/Replacement

	Item
	Name

	1
	Bezel Handle

	2
	Cam Latch


8
.
While grasping the bezel handle, pull gently on the disk drive until it slides completely free from the server chassis and set aside (Figure 5-21).
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Figure 5‑21.  Hot Plug Disk Drive Removal/Replacement

9.
<Type> vgchange(–a(y(/dev/vg00  You should receive a warning message: Couldn't attach to the volume group physical volume…
10.
Carefully remove the replacement disk module from its protective ESD bag.
11.
Remove the Filler from the temporary slot.
12.
Put the new drive in the TEMP slot that corresponds to the bad drive, as illustrated in Scenario #1 and Scenario #2 below (Figure 5-22) by sliding the disk drive into its slot until the cam latch locks in place.

NOTE:  The following scenarios show controller 1 (C1) and controller 2 (C2).  C1 is the primary disk with C2 being the backup disk.  If the FDS cannot boot from the primary disk it will try to boot from the backup disk. 




        Scenario #1





Scenario #2
	C2 Backup
C1 Primary
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Figure 5‑22.  Temp Slot Identification 

13.
<Type> ioscan(–C(disk to enable the system to recognize the new disk.

14.
<Type> insf(–e(–C disk to create device drivers for the new disk

15.
To restore the data from the GOOD drive: 


Scenario #1: <Type> 
vgcfgrestore(–n(/dev/vg00(–o(/dev/rdsk/c2t2d0(/dev/rdsk/c2t0d0 


OR


Scenario #2: <Type> 
vgcfgrestore(–n(/dev/vg00(–o(/dev/rdsk/c1t2d0(/dev/rdsk/c1t0d0 


In either case, wait for the following response:  "Volume group configuration has been restored to /dev/rdsk/c#t#d0"
NOTE:  The following step could take up to 45 minutes.  Do not proceed to the next step until this step has completed.
16.
Move the TEMP drive into empty spot left by the BAD drive. Wait for the disk light to become a steady green (up to 2 minutes), and then  to occasionally flash (up to 45 minutes).  This indicates that the disk is in sync.

17.
<Type> mkboot(/dev/rdsk/c#t2d0  where:

If performing scenario #1, the "#" will be "2"

If performing scenario #2, the "#" will be "1"
18.
<Type> mkboot(-a(“hpux(–lq((;0)/stand/vmunix”(/dev/rdsk/c#t2d0 where
If performing scenario #1, the "#" will be "2"

If performing scenario #2, the "#" will be "1"
19.
<Type> vgchange(–a(y(/dev/vg00  The system will return a message that the volume group has been successfully changed.
Note:  The # symbol in this next step represents a logical volume number (1 through 9).

20.
<Type> lvdisplay(–v  /dev/vg00/lvol#(|(more 
21.
Repeat the last step for each logical volume (1-9) to ensure all logical volumes are current and not stale.
22.
Perform the "Testing/Verification" procedures for the FDS.
At this point, the system is fully functional.

5.2.4.9 To remove and replace a Memory Carrier
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	CAUTION:  Some circuit card assemblies and their components are easily damaged by electrostatic discharge (ESD).  To avoid damage to the equipment, use the proper precautionary procedures when handling equipment marked as Electrostatic Discharge Sensitive (ESDS).


Memory Dual Inline Memory Modules (DIMMs) reside on the System Board and are accessed via the Top Service Bay.  Looking into the Top Service Bay from the front, Memory DIMMs are located at the rear of the Server.  The DIMMs are installed in a Memory Carrier on the System Board.  The Memory Carrier has 8 slots (4 DIMM pairs) for Memory DIMMs.  These slots are numbered 0a/b through 7a/b.  The following rules govern the installation of Memory DIMMs:

· Memory must be installed in DIMM pairs. 

· The capacity of DIMMs within a pair must be the same. 

· Install DIMMs with the greatest capacity in the lowest slot numbers. 

· Install DIMMs the following slot order: 0a/b, 1a/b, 2a/b, 3a/b, and so on.

To remove a Memory Carrier perform the following procedure:

1.
Perform a FDS Shutdown in accordance with FDS Shutdown and Restart Procedures in this section prior to removing a Memory DIMMs.

2.
Tag and remove all AC power cords from the Server.

3.
Attach an anti-static strap to your wrist and ground it to the main chassis.

4.
Remove the Top Cover and Air Baffle in accordance with the Server Hot Swap Top Cover and Air Baffle removal and replacement procedures in this section.

5.
Locate the Memory Carrier/Memory DIMMs (refer to Figure 5-23) on the System Board.
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Figure 5‑23.  Memory Carrier/Memory DIMMs Location

6.
Pull up on the extractor levers (refer to Figure 5-24) on each end of the Memory Carrier to unseat the Memory Carrier from its socket. 
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Figure 5‑24.  Memory Carrier Removal/Replacement

7.
When the Memory Carrier unseats from the socket, pull it up and away from the System Board. 

To replace a Memory Carrier perform the following procedure:

1.
Seat the Memory Carrier into the slot on the System Board. 

2.
Push down on the extractor levers and snap them into place (refer to Figure 5-24.

3.
Replace the Top Cover and Air Baffle in accordance with the Server Hot Swap Top Cover and Air Baffle removal and replacement procedures in this section.

4.
Attach AC power cords to the Server, and remove tags.

5.
Perform a FDS Restart in accordance with FDS Shutdown and Restart Procedures in this section after replacing a Memory DIMM.

5.2.4.10 To remove and replace a Processor Support Module
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	CAUTION:  Some circuit card assemblies and their components are easily damaged by electrostatic discharge (ESD).  To avoid damage to the equipment, use the proper precautionary procedures when handling equipment marked as Electrostatic Discharge Sensitive (ESDS).


Processor Support Modules (PSMs) reside on the System Board and are accessed via the Top Service Bay.  Looking into the Top Service Bay from the front, PSMs are located on either side of the server, at the rear.  There can be two PSMs (refer to Figure 5-25), numbered 0 and 1.
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Figure 5‑25.  Processor Support Module Location

To remove a Processor Support Module, perform the following procedure:

1.
Perform a FDS Shutdown in accordance with FDS Shutdown and Restart Procedures in this section prior to removing a PSM.

2.
Tag and remove all AC power cords from the Server. 

3.
Attach an anti-static strap to your wrist and ground it to the main chassis.

4.
Remove the Top Cover and Air Baffle in accordance with the Server Hot Swap Top Cover and Air Baffle removal and replacement procedures in this section.

NOTE:  The air baffle is used to secure the PSMs in place.

5.
Grasp the mounting post that secure the PSM to the Air Baffle and lift the PSM out of the Server.

To replace a Processor Support Module, perform the following procedure:

1.
Seat the PSM into its socket (refer to Figure 5-25).

2.
Replace the Top Cover and Air Baffle in accordance with the Server Hot Swap Top Cover and Air Baffle removal and replacement procedures in this section.

3.
Attach AC power cords to the Server, and remove tags.

4.
Perform a FDS Restart in accordance with FDS Shutdown and Restart Procedures in this section after replacing a PSM.

5.2.4.11 To remove and replace a Peripheral Component Interconnect Input/Output Card
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	CAUTION:  Some circuit card assemblies and their components are easily damaged by electrostatic discharge (ESD).  To avoid damage to the equipment, use the proper precautionary procedures when handling equipment marked as Electrostatic Discharge Sensitive (ESDS).


The Side Service Bay contains card slots for ten Peripheral Component Interconnect (PCI) Input/Output (I/O) cards (slots 3 through 12) (refer to Figure 5-26) and two Core I/O cards (slots 1 and 2).  The PCI I/O cards are located in slots 10 through 12.
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Figure 5‑26.  PCI I/O and Core I/O Card Locations

To remove a PCI I/O card, perform the following procedure:

1.
Perform a FDS Shutdown in accordance with FDS Shutdown and Restart Procedures in this section prior to removing a PCI I/O card.

2.
Tag and remove all AC power cords from the Server. 

3.
Tag and remove all cables from the rear that are attached to the malfunctioning PCI I/O card.

4.
Tag and remove any cable connectors attached to the PCI I/O card.

5.
Attach an anti-static strap to your wrist and ground it to the main chassis.

6.
Record the location of the PCI I/O card to be removed.  Placing a PCI card in a different location will require system reconfiguration and could cause boot failure.

7.
Remove the Side Cover in accordance with the Server Side Cover removal and replacement procedures in this section.

8.
Grasping the edge of the PCI I/O card, pull the card out of the Server. 

To replace a PCI I/O card, perform the following procedure:

1.
Locate the PCI I/O card guide (refer to Figure 5-26) on the outside of the Fan Assembly Housing.

2.
Orient the PCI I/O card with it’s guide slot and push it into the Server until the card connector seats in the I/O Backplane card connector.

NOTE:  Each PCI I/O card guide contains two slots.  The top slot is aligned with the I/O Backplane card connector.

3.
Attach all PCI I/O card cables and remove tags.

4.
Replace the Side Cover in accordance with the Server Side Cover removal and replacement procedures in this section.

5.
Attach AC power cords to the Server, and remove tags.

6.
Perform a FDS Restart in accordance FDS Shutdown and Restart Procedures in this section after replacing a PCI I/O.

5.2.4.12 To remove and replace a Core Input/Output Card
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	CAUTION:  Some circuit card assemblies and their components are easily damaged by electrostatic discharge (ESD).  To avoid damage to the equipment, use the proper precautionary procedures when handling equipment marked as Electrostatic Discharge Sensitive (ESDS).


The Side Service Bay contains card slots for ten Peripheral Component Interconnect (PCI) Input/Output (I/O) cards (slots 3 through 12) (refer to figure 5-25) and two Core I/O cards (slots 1 and 2).  The Core I/O functions are contained on the GSP and LAN/SCSI cards.  The LAN/SCSI card is in I/O slot 1 and the Guardian Service Processor (GSP) card is in I/O slot 2. 

To remove a Core I/O card, perform the following procedure:

1.
Perform a FDS Shutdown in accordance with FDS Shutdown and Restart Procedures in this section prior to removing a Core I/O card.

2.
Tag and remove all AC power cords from the Server. 

3.
Tag and remove all cables from the rear that are attached to the malfunctioning Core I/O card.

4.
Attach an anti-static strap to your wrist and ground it to the main chassis. 

5.
Remove the Side Cover in accordance with the Server Side Cover removal and replacement procedures in this section.

6.
Tag and remove any cable connectors attached to the Core I/O card.

7.
Grasping the edge of the Core I/O card (refer to Figure 5-27), pull the card out of the Server. 
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Figure 5‑27.  Core I/O Removal/Replacement

To replace a Core I/O card, perform the following procedure:

1.
Orient the Core I/O card with it’s guide slot and push it into the Server until the card connector seats in the I/O Backplane card connector (refer to Figure 5-28).
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Figure 5‑28.  Core I/O Card Orientation

2.
Attach all Core I/O card cables and remove tags.

3.
Replace the Side Cover in accordance with the Server Side Cover removal and replacement procedures in this section.

4.
Attach AC power cords to the Server, and remove tags.

5.
Perform a FDS Restart in accordance with FDS Shutdown and Restart Procedures in this section after replacing a Core I/O.

5.2.4.13 To remove and replace a Central Processing Unit
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	CAUTION:  Some circuit card assemblies and their components are easily damaged by electrostatic discharge (ESD).  To avoid damage to the equipment, use the proper precautionary procedures when handling equipment marked as Electrostatic Discharge Sensitive (ESDS).


Central Processing Units CPUs reside on the System Board and are accessed via the Top Service Bay.  Looking into the Top Service Bay from the front, CPUs are located center front.  There are up to four CPUs numbered CPU 0 through CPU 3.

To remove a CPU, perform the following procedure:

1.
Perform a FDS Shutdown in accordance with FDS Shutdown and Restart Procedures in this section prior to removing a PSM.

2.
Tag and remove all AC power cords from the Server.  

3.
Attach an anti-static strap to your wrist and ground it to the main chassis.

4.
Remove the Top Cover and Air Baffle in accordance with the Server Hot Swap Top Cover and Air Baffle removal and replacement procedures in this section.

CAUTION:  CPUs can be damaged during removal if the CPU attaching screws (refer to Figure 5-29) are not loosened in the following sequence 1-2-3-4.
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Figure 5‑29.  CPU Removal/Replacement

5.
Turn the CPU screws two turns in the sequence 1-2-3-4 (refer to Figure 5-29) until the CPU can be removed from it’s chamfer.

6.
Pull up to remove the CPU from Server.

To replace a CPU, perform the following procedure:

1.
Align the chamfer on the CPU heat sink with the connector chamfer located on the System Board.

2.
Finger tighten the CPU screws in the sequence 1-2-3-4  (refer to Figure 5-29).

3.
Turn the CPU screws three additional turns in the sequence 1-2-3-4.

4.
Finally, tighten each screw in the sequence 1-2-3-4 until it just bottoms out.

5.
Replace the Top Cover and Air Baffle in accordance with the Server Hot Swap Top Cover and Air Baffle removal and replacement procedures in this section.

6.
Attach AC power cords to the Server, and remove tags.

7.
Perform a FDS Restart in accordance with FDS Shutdown and Restart Procedures in this section after replacing a PSM.

5.2.4.14 To remove and replace a Platform Monitor Board
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	CAUTION:  Some circuit card assemblies and their components are easily damaged by electrostatic discharge (ESD).  To avoid damage to the equipment, use the proper precautionary procedures when handling equipment marked as Electrostatic Discharge Sensitive (ESDS).


Looking into the Top Service Bay from the front, the Platform Monitor board is located on the right side at the front of the Server.

To remove a Platform Monitor, perform the following procedure:

1.
Perform a FDS Shutdown in accordance with FDS Shutdown and Restart Procedures in this section prior to removing a PSM.

2.
Tag and remove all AC power cords from the Server. 

3.
Attach an anti-static strap to your wrist and ground it to the main chassis.

4.
Remove the Top Cover and Air Baffle in accordance with the Server Hot Swap Top Cover and Air Baffle removal and replacement procedures in this section.

5.
Pull up on the extractor levers on each end of the Platform Monitor (refer to Figure 5-30) to unseat it from its socket. 
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Figure 5‑30.  Platform Monitor Removal/Replacement

6.
When the Platform Monitor unseats from the socket, pull it up and away from the System Board. 

To replace a Platform Monitor, perform the following procedure:

1.
Seat the Platform Monitor into its socket. 

2.
Lift the extractor levers and press them onto each end of the Platform Monitor until the levers snap into place.

3.
Replace the Top Cover and Air Baffle in accordance with the Server Hot Swap Top Cover and Air Baffle removal and replacement procedures in this section.

4.
Attach AC power cords to the Server, and remove tags.

5.
Perform a FDS Restart in accordance with FDS Shutdown and Restart Procedures in this section after replacing a PSM.

5.2.4.15 To remove and replace a Server Hot Swap Power Supply
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	CAUTION:  A Power Supply is extremely heavy, use caution when removing a Power supply from the Server.


Power Supplies (PS 0 through PS 2) are located across the bottom front of the server.

NOTE:  Power Supplies can be removed or installed with power applied to the Server. 

To remove a Power Supply, perform the following procedure:

1.
Loosen the captive T-15 screw located to the right of the handle near the top of the Power Supply (refer to Figure 5-31).
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Figure 5‑31.  Power Supply Removal/Replacement

2.
Grasp the handle and pull the Power Supply out of the Server. 

To replace a Power Supply, perform the following procedure:

1.
While grasping the Power Supply handle (refer to Figure 5-31) in one hand and supporting the Power Supply with the other, slide the Power Supply into the Server.

2.
Verify that the Power Supply LED is illuminated.

3.
Tighten the captive T-15 screw located to the right of the handle near the top of the Power Supply.

5.2.5 Testing/Verification

Operational Verification

NOTE:  There are no Operational Verification or Testing Procedures for the DVD-ROM Drive.  The DVD-ROM Drive is not used in the OASIS System.

5.2.5.1 To verify the FDS software processes are running

This procedure is used when FDS-1 is operating as the primary Flight Data Server, XE "Flight Data Server"  and requires the user to connect to FDS-1 through the Backup NT Server using HyperTerminal or through the telnet function.

1.
Connect the Backup NT Server to FDS-1 using the Maintenance Patch Panel.

2.
At the Windows Desktop on NT-2, <Double-click> the HyperTerminal icon.

3.
<Double-click> the Flight Data Server.ht icon to access the HyperTerminal window.

4.
Within the Flight Data Server HyperTerminal window, <Press> the Enter key to display the “Console Login:” prompt.

5.
At the prompt, <Type> the appropriate Username and Password to login to FDS-1.  The FDS should respond with the “fds1xxx” prompt (where xxx is equal to the Site ID).

6.
At the “fds1xxx” prompt, <Type> ps(-usrm and <Press> the Enter key to view the list of software processes running on FDS-1.  The primary FDS should respond with a list of 15 processes as shown in the following example:

	PID
	TTY
	TIME
	COMMAND

	###
	?
	#:##
	srm

	###
	?
	#:##
	dbm

	###
	?
	#:##
	wxu

	###
	?
	#:##
	fds_inetd

	###
	?
	#:##
	upd

	###
	?
	#:##
	w2_dq

	###
	?
	#:##
	sched_server

	###
	?
	#:##
	w2_int

	###
	?
	#:##
	scrman_stats

	###
	?
	#:##
	wmsc_read

	###
	?
	#:##
	gw_int

	###
	?
	#:##
	wx_client

	###
	?
	#:##
	n2_read

	###
	?
	#:##
	gw_dq

	###
	?
	#:##
	fpbackup


7.
If the 15 software processes are not running on the primary FDS within a few minutes after a reboot or startup, wait a few minutes.  The if they are still not all running, it may be necessary to halt the cluster, shutdown and reboot the suspect FDS, then restart the cluster per the Testing Procedures, below.

5.2.5.2 To verify that the OWLG Software is operational

This procedure contains the following two actions:

· To verify that the OWLG software is started on the primary NT Server.

· To verify that the primary FDS is communicating with the OWLG software (also called the Message Router) running on the primary NT Server, and that an X.25 connection has been established with the OASIS WAN.

This procedure assumes that FDS-1 is operating as the primary Flight Data Server. XE "Flight Data Server"  

1.
At the primary NT Server (NT Server 1), perform a visual check to verify that the OWLG software is started.  On the Windows Desktop, ensure that the OWLG window (Figure 5-32) is either open or minimized on the Taskbar. 

2.
If the OWLG window is minimized <Click> the OWLG window on the Taskbar to open.

3.
Verify that the “Overall WAN Status” displays the word UP. 
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Figure 5‑32.  OWLG Status Window

4.
After verifying that the OWLG software is started the user can again minimize the OWLG window.

CAUTION:  Never log off from the NT Servers.  One of the functions of the NT Servers is to support the NADIN II interface.  If the NT Servers are logged off, NADIN II messaging will be inoperable for the AFSSWS users.

 XE "Fault Isolation" Fault Isolation Checklist

If an FDS fails the operational verification (does not display the 15 processes), is indicated bad by HP OpenView (red icon), XE "HP OpenView"  or if the HACC is running in a degraded state (fail-over mode), perform the following actions in an attempt to restore the unit to normal operations:

· If the problems are isolated to the backup FDS (FDS-2), halt and restart FDS-2 only, thus causing minimal impact to WINGS users.

· If experiencing problems with the primary Server or the performance of the HACC in general, the best option is to halt and then restart the entire cluster to return it to normal operations.

· If halting and restarting the cluster does not restore the 15 processes, it will be necessary to halt the cluster and power-down both Servers to reboot the entire system.

NOTE:  The boot process take approximately five minutes.  During the boot process, maintenance significant information concerning the system status such as memory status, network connections, and software processes are scrolled to the LCD during the first minute of the boot process, then to the screen (if logged-in using the Maintenance Position).

· If an FDS fails HP OpenView by displaying a red icon or if a LAN problem is suspected, use the Backup NT Server to ping both FDSs to verify connectivity to the LCN.

· If during the day-to-day operations of the FDS or during a maintenance activity, the CD-ROM or Tape Drive fails to function, remove and replace the unit and retry the operation.

· If the Internal Disk Module within the Peripheral Bay displays an amber or a continuous green LED, remove and replace the Internal Disk Drive.

· At the rear panel of the FDS, if the SCSI Terminator within the EISA Slot 3 does not display a green LED, remove and replace the Terminator.

· At the rear panel of the FDS, if either of the two SCSI Controller Cards within the EISA Slots 4 and 5 do not display a green LED, remove and replace the problem DF SCSI-2 Controller Card.

· At the rear panel of the FDS, if the 10/100B-T Ethernet NIC within the EISA Slot -6 does not display a green LED indicating a connection to the LCN, check the cable and the Ethernet Switch.  If the cable and the Ethernet Switch are good, remove and replace the 10/100B-T Ethernet NIC.

Testing Procedures

5.2.5.3 To access an FDS (1 or 2) from the Backup NT Server

1.
At the Maintenance Patch Panel, connect the backup NT Server (NT 2) to FDS-1 or FDS-2.

2.
At the Windows Desktop on NT Server-2, <Double-click> the HyperTerminal icon.

3.
<Double-click> the Flight Data Server.ht icon to access the HyperTerminal window.

4.
Within HyperTerminal window, <Press> the Enter key to display the “Console Login:” prompt.

5.
At the prompt, <Type> the appropriate Username and Password to login to the FDS.  The FDS should respond with the “fdsNxxx” prompt (where N is equal to the desired FDS (1 or 2), and xxx is equal to the Site ID).

5.2.5.4 To verify NADIN Status
This procedure is used when FDS-1 is operating as the primary Flight Data Server  XE "Flight Data Server" and requires the user to connect to FDS-1 through the Backup NT Server using the HyperTerminal software.

1.
At the Maintenance Patch Panel, connect the backup NT Server (NT 2) to FDS-1 or FDS-2.
2.
<Click> OWLG on the task bar to maximize the window.
3.
View the Status.  When NTS1 is selected ("A" is selected on the A/B Switch), the state of  NTS1 should be "WAN UP”.  When NTS2 is selected  ("B" is selected on the A/B Switch), the state of  NTS2 should be "WAN UP”

NOTE:
When switching between "A" and "B", it can take up to 2 minutes for the status to be updated.

4.
Log off of WINGS.

5.2.5.5 To halt and restart the Cluster

This procedure  can be run from either FDS once the user is logged-in through the Backup NT Server using HyperTerminal.
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WARNING:  Halting the cluster will stop all WINGS Flight Planning functions for this Site until the cmruncl command is executed and the FDS software has time to restart (approximately 3 minutes).  All active WINGS users within the NT Domain should be warned prior to halting the cluster using the “To Send a Global Message to the NT Domain” procedure in Section 3.

1.
At the “fdsNxxx” prompt, <Type> cmhaltcl(-f and <Press> the Enter key to halt the cluster.  This will halt both nodes FDS-1 and FDS-2, and takes approximately 30 seconds to return a prompt.

2.
At the “fdsNxxx” prompt, <Type> cmruncl and <Press> the Enter key to start the cluster.  This will restart the entire cluster and will automatically default to FDS-1 as the primary Server.

3.
At the “fdsNxxx” prompt, <Type> cmviewcl and <Press> the Enter key to display the status on both Servers and the cluster.

	CLUSTER
	STATUS
	
	
	

	cluster 1
	up
	
	
	

	
	
	
	
	

	NODE
	STATUS
	STATE
	
	

	fds1xxx
	up
	running
	
	

	
	
	
	
	

	PACKAGE
	STATUS
	STATE
	AUTO_RUN
	NODE

	fds_pkg
	up
	running
	enabled
	fds1xxx

	
	
	
	
	

	NODE
	STATUS
	STATE
	
	

	fds2xxx
	up
	running
	
	

	
	
	
	
	

	PACKAGE
	STATUS
	STATE
	AUTO_RUN
	NODE

	tfds_pkg
	up
	running
	disabled
	fds2xxx

	
	
	
	
	


4.
Check the Status Display to ensure that FDS-1 is the primary Server (the Server listed as “enabled” and running the “fds_pkg”).  Also check to ensure that the node “fds2xxx” has a status of “up”.

5.
Perform Operational Verification if maintenance has been done.

6.
Resume normal operations.

5.2.5.6 To halt and restart FDS-2

This procedure is used when FDS-1 is operating as the primary Server and the user is already logged into FDS-2 through the Backup NT Server using HyperTerminal.

1.
At the “fds2xxx” prompt, <Type> cmviewcl and <Press> the Enter key to display the status of both Servers and the cluster. 

2.
Check the Status Display to ensure that FDS-1 is the primary Server (the Server listed as “enabled” and running the “fds_pkg”).  Also check to ensure that the node “fds2xxx” has a status of “up”.

CAUTION:  It is important that FDS-1 is operating as the primary Server, otherwise halting FDS-2 will stop all WINGS flight planning operations.

3.
At the “fds2xxx” prompt, <Type> cmhaltnode(-f(fds2xxx (where xxx equals a valid Site ID) and <Press> the Enter key to halt any software processes running on FDS-2.  This should not affect active WINGS users.

4.
At the “fds2xxx” prompt, <Type> cmviewcl  and <Press> the Enter key.  The system should respond with a display containing the following line:

NODE

STATUS
STATE

fds2sup

down

halted

5.
At the “fds2xxx” prompt, <Type> cmrunnode(fds2xxx (where xxx equals a valid Site ID) then <Press> the Enter key to restart FDS-2.  This will restart the operational FDS software on FDS-2 only.

6.
At the “fds2xxx” prompt, <Type> cmviewcl and <Press> the Enter key to display the status of both Servers and the cluster. 

	CLUSTER
	STATUS
	
	
	

	cluster 1
	up
	
	
	

	
	
	
	
	

	NODE
	STATUS
	STATE
	
	

	fds1xxx
	up
	running
	
	

	
	
	
	
	

	PACKAGE
	STATUS
	STATE
	AUTO_RUN
	NODE

	fds_pkg
	up
	running
	enabled
	fds1xxx

	
	
	
	
	

	NODE
	STATUS
	STATE
	
	

	fds2xxx
	up
	running
	
	

	
	
	
	
	

	PACKAGE
	STATUS
	STATE
	AUTO_RUN
	NODE

	tfds_pkg
	up
	running
	disabled
	fds2xxx

	
	
	
	
	


7.
Check the Status Display to ensure that FDS-1 is the primary Server (the Server listed as “enabled” and running the “fds_pkg”).  Also check to ensure that the Node “fds2xxx” has a status of “up”.

Forced Failover

If for any reason it is necessary to shutdown or reboot FDS-1, the HACC must be failed-over to FDS-2 to avoid an interruption in service to WINGS users.  This procedure is used when FDS-1 is operating as primary and FDS-2 is the backup, and requires the Maintainer to force a failover of the operational software to FDS-2 prior to halting, shutting down or restarting FDS-1.

5.2.5.7 To force a failover to FDS-2

1.
Use the “Accessing an FDS” procedure to open a window on the Backup NT Server and access FDS-1.

2.
At the “fds1xxx” prompt, <Type> cmviewcl and <Press> the Enter key to display the status on both Servers and the cluster.

3.
Check the Status Display to ensure that FDS-1 is the primary Server (the Server listed as “enabled” and running the “fds_pkg”).  Also check to ensure that the node “fds2xxx” has a status of “up” and a state of “running”.

NOTE:  Halting FDS-1 will force the operational Flight Data software to failover and beginning running on FDS-2.  This may cause a short delay of service to any active WINGS users but should allow them to continue all user sessions.  However, the Training Simulator will become unavailable to users until the system is returned to a fully operational state.  All active users within the NT Domain should be warned using the “To Send a Global Message to the NT Domain” procedure. 

4.
At the “fds1xxx” prompt, <Type> cmhaltnode(-f(fds1xxx (where xxx equals a valid Site ID) and <Press> the Enter key to halt any software processes running on FDS-1 and force the operational software to failover and begin running on FDS-2.

5.
At the “fds1xxx” prompt, <Type> cmviewcl  and <Press> the Enter key.  The system should respond with the following display:

	CLUSTER
	STATUS
	
	
	

	cluster1
	up
	
	
	

	
	
	
	
	

	NODE
	STATUS
	STATE
	
	

	fds1xxx
	down
	halted
	
	

	fds2xxx
	up
	running
	
	

	
	
	
	
	

	PACKAGE
	STATUS
	STATE
	AUTO_RUN
	NODE

	fds_pkg
	up
	running
	enabled
	fds2xxx

	
	
	
	
	

	UNOWNED_PACKAGES
	
	
	
	

	
	
	
	
	

	PACKAGE
	STATUS
	STATE
	AUTO_RUN
	NODE

	tfds_pkg
	down
	halted
	disabled
	unowned

	
	
	
	
	


6.
Check the Status Display to ensure that FDS-1 is halted and that FDS-2 is the primary Server (the Server listed as “enabled” and running the “fds_pkg”).  

NOTE:  The OASIS system is now operating in a degraded (non-redundant) state.

FDS Switchback

When a failover has occurred and a site is operating from FDS-2, it will be necessary at some point to switch back to FDS-1 as the primary Flight Data Server and restore FDS-2 to backup status.  To accomplish this, it is necessary to perform the following three functions:

· Verify that Failover has occurred and that FDS-2 is currently the primary Server (the node that is running the fds_pkg).

· Perform Switchback to FDS-1.

· Verify that FDS-1 is now the primary Server (running the fds_pkg) and that FDS-2 is running.

5.2.5.8 To perform a switchback to FDS-1

This procedure assumes that the user is already logged into FDS-2 through the Backup NT Server using HyperTerminal.

1.
At the “fds2xxx” prompt, <Type> cmviewcl and <Press> the Enter key to display the status on both Servers and the cluster.

	CLUSTER
	STATUS
	
	
	

	cluster1
	up
	
	
	

	
	
	
	
	

	NODE
	STATUS
	STATE
	
	

	fds1xxx
	down
	halted
	
	

	fds2xxx
	up
	running
	
	

	
	
	
	
	

	PACKAGE
	STATUS
	STATE
	AUTO_RUN
	NODE

	fds_pkg
	up
	running
	enabled
	fds2xxx

	
	
	
	
	

	UNOWNED_PACKAGES
	
	
	
	

	
	
	
	
	

	PACKAGE
	STATUS
	STATE
	AUTO_RUN
	NODE

	tfds_pkg
	down
	halted
	disabled
	unowned

	
	
	
	
	


2.
Check the Status Display to ensure that FDS 2 is running as the primary (the Node and State column), regardless of the state of FDS-1.  
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WARNING:  Halting the cluster will stop all WINGS Flight Planning functions for this Site until the cmruncl command is executed and the FDS software has time to restart (approximately 3 minutes).  All active WINGS users within the NT Domain should be warned prior to halting the cluster.  Refer to instructions on Sending Global Messages using NT Server-2 within Section-3.

3.
If FDS-2 is functioning as the primary, at the “fds2xxx” prompt, <Type> cmhaltcl(-f and <Press> the Enter key to halt the cluster.  This will halt both nodes FDS-1 and FDS-2, and takes approximately 30 seconds to return a prompt.

4.
At the “fds2xxx” prompt, <Type> cmruncl and <Press> the Enter key to start the cluster.  This will restart the entire cluster and will automatically default to FDS-1 as the primary Server.

5.
At the “fds2xxx” prompt, <Type> cmviewcl and <Press> the Enter key to re-check the status of the HACC. 

	CLUSTER
	STATUS
	
	
	

	cluster 1
	up
	
	
	

	
	
	
	
	

	NODE
	STATUS
	STATE
	
	

	fds1xxx
	up
	running 
	
	

	
	
	
	
	

	PACKAGE
	STATUS
	STATE
	AUTO_RUN
	NODE

	fds_pkg
	up
	running
	enabled
	fds1xxx

	
	
	
	
	

	NODE
	STATUS
	STATE
	
	

	fds2xxx
	up
	running
	
	

	
	
	
	
	

	PACKAGE
	STATUS
	STATE
	AUTO_RUN
	NODE

	tfds_pkg
	up
	running
	disabled
	fds2xxx

	
	
	
	
	


6.
Check the Status Display to ensure that both Nodes (fds1xxx and fds2xxx) have a status of “up” and a state of “running” and that FDS-1 is the primary FDS (the FDS that is running the fds_pkg), and that FDS-2 is the backup FDS (the FDS that is running the tfds_pkg)

NOTE: If the packages are not running as indicated in the previous display, the cluster will need to be halted and restarted.

5.2.5.9 Server Troubleshooting

To troubleshoot the Server, match the LED combinations in Table 5-12 with the Server’s LEDs.

Table 5‑12.  Server LED Combinations

	Run LED
	Attn. LED
	Fault LED
	Power LED
	Description

	On
	Off
	Off
	On
	State: 

· System running normally, if not, the system may be hung. 

Action:

· Attempt to get system prompt to determine if system is hung. 

	Off
	Off
	Off
	Off
	State:

· Power LED Off.

Action:

· Check Power Switch and Power Supply LEDs.  The Power Switch should be On and the Power Supply LEDs should be On to indicate the presence of AC.

· If Power Supply LEDs are On and the Front Panel Power LED is Off, remove and replace Platform Monitor Board.

· Check AC power source.

	Off
	Off
	Off
	Flashing
	State:

· Power LED Flashing.

Action:

· The Server has been remotely placed in the Standby Mode or the Platform Monitor Board has failed.

· Remove and Replace Platform Monitor Board.

	Off
	Off
	Off
	On
	State:

· System Board failure.

Action:

· Remove and Replace Server.

	On
	Off
	On
	On
	This is an invalid indication.  Check the Server's LEDs and try again.

	On
	Off
	Flashing
	On
	State:

· The system crashed and rebooted itself successfully.

Action:

· Check Error Messages for probable cause.

	On
	Flashing
	Off
	On
	State:

· There was a system interrupt that did not take the system down.

Action:

· Check Error Messages for probable cause.

	On
	Flashing
	On
	On
	This is an invalid indication.  Check the Server's LEDs and try again.

	On
	Flashing
	Flashing
	On
	State:

· System running, and

· unexpected reboot occurred, and

· a non-critical error has been detected.

Action:

· Check Error Messages for probable cause.

	Flashing
	Off
	Off
	On
	State:

· Executing non-Operating System code – no problems detected.

· System could be hung or waiting for a response.

· Potential cause could be the execution of code during system configuration.

Action:

· Check Server for pending responses.

· If system appears to be hung, check Error Messages for probable cause.

· If necessary, bring system down to minimum configuration, CPUs, memory, I/O, and troubleshoot.

	Flashing
	Off
	On
	On
	State:

· Boot failed

· Executing non-Operating System code.

Action:

· Check Error Messages for probable cause.

	Flashing
	Off
	Flashing
	On
	State:

· Unexpected reboot occurred.

· Executing non-Operating System code.

Action:

· Check Error Messages for probable cause.

	Flashing
	Flashing
	Off
	On
	State:

· Non-critical error detected (i.e. fan failure, power supply failure).

· Executing non-Operating System code.

Action:

· Check Error Messages for probable cause.

	Flashing
	Flashing
	On
	On
	State:

· Non-critical error detected (i.e. fan failure, power supply failure).

· Executing non-Operating System code.

· Boot failed.

Action:

· Check Error Messages for probable cause.

	Flashing
	Flashing
	Flashing
	On
	State:

· Non-critical error detected (i.e. fan failure, power supply failure).

· Executing non-Operating System code.

· Unexpected reboot/system recovery.

Action:

· Check Error Messages for probable cause.

	Off
	Off
	On
	On
	State:

· Boot failed.

· Operating System not up and running, the Server has detected a failure that is preventing boot from occurring.

Action:

· Check Error Messages for probable cause.

	Off
	Off
	Flashing
	On
	This is an invalid indication.  Check the Server's LEDs and try again.

	Off
	Flashing
	Off
	On
	State:

· Non-critical error detected (i.e. fan failure, power supply failure).

· No code is executing.

Action:

· System Board failure.  Remove and replace Server.

· Check Error Messages for probable cause.

	Off
	Flashing
	On
	On
	State:

· Boot failed.

· Non-critical error detected (i.e. fan failure, power supply failure).

· Operating System not up and running, the Server has detected a failure that is preventing boot from occurring.

Action:

· Check Error Messages for probable cause.

	Off
	Flashing
	Flashing
	On
	This is an invalid indication.  Check the Server's LEDs and try again.

	N/A
	On
	N/A
	N/A
	Any LED combination with the Attn. LED On solid is an invalid indication.

	Remote LED

	On
	Remote console capability enabled.

	Off
	Remote console capability disabled.

	Power LED

	On
	The AC power is On.

	Off
	No AC power is being supplied to the unit.

	Flashing
	Power is in Standby Mode.


5.2.5.10 Clearing the FDS Attention and Fault LEDs

This procedure is used to clear the FDS’s Attention and Fault LEDs.

1.
At the Maintenance Patch Panel, connect the Backup NT Server (NT-2) to FDS-1 or FDS-2.

2.
At the Windows Desktop on NT-2, <Double-click> the HyperTerminal icon.

3.
<Double-Click> the Flight Data Server.ht icon to access the HyperTerminal window. 

4.
Within the Flight Data Server HyperTerminal window, <Press> the Enter key to display the “Console Login:” prompt.

5.
<Press> the Ctrl + B keys to display the “Service Processor Login” prompt.

6.
At the prompt, <Type> the appropriate Username and Password to login.

7.
At the “GSP>” prompt, <Type> sl (Service Log) and <Press> the Enter key.

8.
<Type> E (Error) and <Press> the Enter key.

9.
<Type> N (No default) and <Press> the Enter key.

10.
<Type> Q (Quit) and <Press> the Enter key.

11.
At the “GSP>” prompt, <Type> CO (Console) and <Press> the Enter key.

12.
<Press> the Enter key.

5.2.5.11 Clearing the FDS Auditing File

(The Auditing File feature is not currently used.)
This procedure is used to clear the FDS Auditing File.

1.
At the Maintenance Patch Panel, connect the Backup NT Server (NT-2) to FDS-1 or FDS-2. 

2.
At the Windows Desktop on NT-2, <Double-click> the HyperTerminal icon.

3.
<Double-Click> the Flight Data Server.ht icon to access the HyperTerminal window. 

4.
Within the Flight Data Server HyperTerminal window, <Press> the Enter key to display the “Console Login:” prompt.

5.
At the prompt, <Type> the appropriate Username and Password to login to the FDS.  The FDS should respond with the “fdsNxxx” prompt  (where “N” is equal to the server number and “xxx” is equal to the Site ID).
6.
At the “fdsNxxx” prompt, <Type> cd(/usr/logs/.secure and <Press> the Enter key.

7.
At the “fdsNxxx” prompt, <Type> rm(audfile1(audfile2 and <Press> the Enter key.

8.
At the “fdsNxxx” prompt, <Type> /sbin/rc2.d/S760auditing(stop and <Press> the Enter key.

9.
At the “fdsNxxx” prompt, <Type> touch(audfile1(audfile2 and <Press> the Enter key.

10.
At the “fdsNxxx” prompt, <Type> ls(–al and <Press> the Enter key to view the Audit Files.

11.
Verify that both Audit Files “exist” and have been “zeroed”.

12.
At the “fdsNxxx” prompt, <Type> /sbin/rc2.d/S760auditing(start and <Press> the Enter key.

5.3 SCSI Disk Array

The HP SCSI Disk Array is a rack mounted, high-availability, scaleable mass data storage system.  The OASIS configuration of the Disk Array is designed for use with redundant HP Series Servers running HP-UX operating systems (refer to 
Figure 5-33).  A block diagram of the FDS is shown in Figure 5-34.

Currently there are two disk array configurations available: SCSI and Fibre Channel.  The Fibre Channel Disk Array is discussed in detail in Section 5.4.
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Figure 5‑33.  Disk Array Front View

Enclosed within the unit are redundant hot-swappable Power Supply Modules (refer to Figure 5-33, Table 5-13, and Table 5-14), three hot-swappable SCSI Disk Drives, two hot-swappable Fans, and two hot-swappable Bus Control Card (BCC).  To provide for data redundancy, the Disk Array contains two Buses, A bus and B bus (refer to Figure 5-34) .  Bus A comprises the Disk Drives in the odd numbered slots (1, 3, 5, 7, and 9).  Bus B comprises the Disk Drives in the even numbered slots (0, 2, 4, 6, and 8).  The BCCs supports both the A bus and the B bus.  Within the Shared Array (Figure 5-34 and Figure 5-35), Disk Drive locations 1 and 2 are mirrored and store flight-planning data. 

	(  See Another Document
	 Disk 0 is used to store training data.  For further detailed information on the Disk Array and its components, refer to the HP SureStore E Disk System User and Service Guide.
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Figure 5‑34.  Mass Storage Unit (SCSI Disk Array) 
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Figure 5‑35.  Disk Array LRUs Locations

Table 5‑13.  Disk Array LRUs Locations

	Item
	Description

	1
	Disk Drives

	2
	Power Supplies

	3
	Bus Control Cards (BCCs)

NOTE:  The top BCC is interfaced to Server 1 and the bottom BCC is interfaced to Server 2.

	4
	Fans
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Figure 5‑36.  Disk Array DIP Switches

Table 5‑14.  Disk Array DIP Switches

	Item
	Description

	1


	Bus Structure, Addressing, and Termination Dip switches (not an LRU).  Switches are set as follows:

1 = 0 (Off)
2 = 0 (Off)
3 = 1 (On)
4 = 1 (On)
5 = 1 (On)

	2
	Reference Card (not an LRU)

	3
	Internal DIP Switches (not an LRU).  Switches are set as follows:

1 = Up (Open)
2 = Up (Open)
3 = Up (Open)
4 = Up (Open)
5 = Up (Open)


5.3.1 Controls and Indicators

The Disk Array Unit contains a hinged front door that allows the Main Power Switch to pass through and the two Power Module Status Indicators to show through, as shown in Figure 5-37 and Figure 5-38 and described in Table 5-15 and Table 5-16.
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Figure 5‑37.  Disk Array Controls and Indicators – Front (Door Removed) View

Table 5‑15.  Disk Array LED Functions – Front View

	Item
	LED
	State
	Indication

	1
	System Fault
	Amber
	Self-test 1 /Component fault.

	
	
	Off
	Normal Operation

	
	
	Flashing
	An incompatible BCC is installed in the second slot, or the DIP switch settings on dual BCCs are incompatible.

	2
	System Power
	Green 
	Power is On

	
	
	Off
	Power is Off

	3
	Power Switch
	On
	Applies AC power to the Disk Array.

	
	
	Off
	Removes AC power from the Disk Array.

	4
	Not Used.
	
	

	5
	Disk Activity 2
	On
	Installed and spinning up.  If the LED is still on 3 minutes after power is engaged, the disk may be faulty.

	
	
	Flashing
	I/O activity on the disk.

	
	
	Off
	Not installed, not operating, or no I/O activity.

	1
Start-up and Self-test occur briefly when the unit is powered On.

2
When a Disk Module is installed with power on, its Activity LED stays on until the disk has spun up.  When the disk is ready, the LED turns Off.  Thereafter, it flashes when there is I/O to the disk.

3
It there is no term power supplied by a host connect, the isolator chip will be disabled to prevent “noise” on the backplane.  The Bus LED turns On when term power is present.
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Figure 5‑38.  Disk Array Controls and Indicators – Rear View

Table 5‑16.  Disk Array LED Functions – Rear View

	Item
	LED
	State
	Indication

	6
	Power Supply
	Amber
	Start-up 1/Fault

	
	
	Green
	Normal Operation.

	
	
	Off
	Power is Off.

	7
	Fan
	Amber
	Start-up 1/Fault

	
	
	Green
	Normal Operation.

	
	
	Off
	Power is Off.

	8
	BCC Fault
	Off
	Normal operation.

	
	
	Flashing
	An incompatible BCC is installed in the second slot, or the DIP switch settings are incompatible. 

	9 and 10
	Bus Active LEDs

(LEDs correspond to bus connectors, left to left, right to right.).
	Green
	Bus is available for use 3.

	
	
	Off
	Bus is not available (isolator chip is disabled) 3.

	
	
	Flashing
	I/O activity on the bus.

	11
	Full Bus
	Green
	Buses are bridged, combining all ten Disk Modules on one bus.

	
	
	Off
	Disk Modules are distributed, odd and even, across two buses.

	1
Start-up and Self-test occur briefly when the unit is powered On.

2
When a Disk Module is installed with power on, its Activity LED stays on until the disk has spun up.  When the disk is ready, the LED turns Off.  Thereafter, it flashes when there is I/O to the disk.

3
It there is no term power supplied by a host connect, the isolator chip will be disabled to prevent “noise” on the backplane.  The Bus LED turns On when term power is present.


5.3.2 Setup/Configuration

NOTE:  Because the Disk Array is connected to the Flight Data Servers XE "Flight Data Servers"  using SCSI Buses, the Disk Array must be powered On first to allow access to all file sets during the boot process.  The Disk Modules have delayed spin-up, so if the boot process starts before all of the Disks are online, some of the file sets may not be mounted properly.

SCSI Rules

· The Disk Array for OASIS uses two separate SCSI Buses, SCSI Bus A and SCSI Bus B.

· All devices on the A SCSI Bus must be the same type, either Single-Ended or PCI.

· Each end of the A SCSI Bus must be terminated. 

· All devices on A SCSI Bus must have a unique SCSI Address.

	

(  See Another Document
	Five external DIP switches (refer to Figure 5-34 and Table 5-14) on the BCC bulkhead determine bus structure, addressing, and termination.  Another bank of switches inside the BCC, determine how buses act when a disk is removed or the power fails.  A reference card (refer to Figure 5-36 and Table 5-15), attached to the top of the disk system, identifies switch positions.  For further detailed information on the Disk Array and its components, refer to the HP SureStore E Disk System HVD10 User and Service Guide.


5.3.3  XE "Maintenance" Maintenance Procedures

5.3.3.1 To remove and replace a Disk Module 

	  See Another Document
	For the interconnect information on LRUs, use the OASIS Site Drawing Package for your location.


The first part of this procedure explains how to remove and replace the actual disk hardware.  The second part details the entire recovery procedure.
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	CAUTION:  Do not touch the Rear Connector on a Disk Module.  The Disk Modules are susceptible to electrostatic discharge and damage to the component may occur.


NOTE:  Whenever possible, follow standard ESD procedures and avoid touching exposed circuitry.

These procedures are only for removing and replacing a mirrored disk module.  Procedures for replacing the non-mirrored disk module will be sent out with the replacement module.

1.
Log on to the "primary" FDS as a privileged user.

2.
Determine which drive is bad by performing the "Testing/Verification" procedure for the SCSI Disk Array.


3.
Unlock and open the disk system door.

4.
Attach an anti-static strap to your wrist and insert the plug of the strap into the Disk Array’s ESD socket (refer to Figure 5-39 item A). 
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Figure 5‑39.  Disk Module Removal 

[image: image62.wmf]WARNING


WARNING:  High current is present on the Disk Array’s backplane.  Avoid touching the backplane or adjacent disk electronics when removing and replacing Disk Modules.

5.
Squeeze the cam latch (B) and pull it toward you just enough to disconnect the Disk Module from the backplane.

6.
Wait for the disk to spin down and then pull the module out of the slot, using the latch until the handle (C) is exposed enough to grasp.

NOTE:  The Disk Module needs about 30 seconds to spin down before removal.



[image: image63.png]A handie
B camlatch
© capacity label
D LED





Figure 5‑40.  Disk Module Replacement 






NOTE:  The following procedures will require halting the cluster.


7.
Remove the BAD mirrored  drive from the Disk Array

8.
<Type> vgchange(–a(y(/dev/vg01   You will receive the warning message "Couldn't attach to the volume group..."

SCSI ID’s

c1

Primary drive in the FDS (Lower Drive)

c2

Redundant Drive in the FDS (Upper Drive)

c3

Digital Versatile Disc (DVD)

c4

“B” Bus.  The “B” bus uses drives/slots  0 and 2 (even numbered 


drives)
c5

“A” Bus.  The “A” bus uses drive/slot 1 (odd numbered drives)
Target SCSI ID’s

The Target SCSI ID identifies the SCSI ID which then points to the slot or drive.  For example, in the PV entry: “/dev/dsk/c5t0d0” notice that the Target SCSI ID “t0” identifies the SCSI ID to be “0”.  Referring to Table 5-17, SCSI ID “0” points to Drive/Slot 1.

As another example; in the PV entry: /dev/dsk/c4t9d0 equates to the “B” bus, and Drive/Slot 2 since “c4” equates to the “B” bus, “t9” identifies the SCSI ID 9 which points to Drive/Slot 2.

Table 5-17 documents the relationship between the SCSI ID and the SCSI ID’s corresponding drive/slot identification.

Table 5‑17.  SCSI Controller ID’s

	Target SCSI ID
	8
	0
	9
	1
	10
	2
	11
	3
	13
	4

	Drive/Slot
	0
	1
	2
	3
	4
	5
	6
	7
	8
	9

	SCSI ID
	c4
	c5
	c4
	c5
	c4
	c5
	c4
	c5
	c4
	c5


9.
Remove the Filler from the TEMP slot.

10.
Put the new drive in the TEMP slot that corresponds to the bad drive, as illustrated in Scenario #1and Scenario #2 below (Figure 5-41).

Scenario #1
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Scenario #2
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Figure 5‑41.  Temp Slot Identification

11.
<Type> ioscan(–C(disk to enable the system to recognize the new disk.

12.
<Type> insf(–e(–C(disk to create device drivers for the new disk

13.
To restore the data from the GOOD drive: 


Scenario #1: <Type> 
vgcfgrestore(–n(/dev/vg01(–o(/dev/rdsk/c4t9d0(/dev/rdsk/c4t10d0 
OR

Scenario #2: <Type>
vgcfgrestore(–n(/dev/vg01(–o(/dev/rdsk/c5t0d0(/dev/rdsk/c5t1d0


In either case, wait for the following response:  
"Volume group configuration has been restored to /dev/rdsk/c#t#d0"  where 
“c#” is the SCSI ID, “t#” is the Target SCSI ID and “d0” is the Logical Unit number which is always zero.  
14.
Partially remove the TEMP drive, allow it to spin down, then remove it completely and put it into the empty spot vacated by the BAD drive.  Wait for the disk light to become a steady green, and then to occasionally flash (could take up to 45 minutes).  This indicates that the disk is in sync. 
15.
<Type> vgchange(–a(y(/dev/vg01 (Should get a conflict message, but no disk error)

16.
<Type> vgchange(–a(y(/dev/vg02 (Should get a conflict message, but no disk error)
17.
Inform the Site that the system will be going down for less than 10 minutes.

18.
<Type> cmhaltcl(–f    (where –f = “force”)

19.
<Type> vgchange(–c(n(/dev/vg01 (where –c = removes vd cluster and vg = volume group)

20.
<Type> vgchange(–c(n(/dev/vg02 (where –c = removes vd cluster and vg = volume group)
21.
<Type> vgchange(–a(y(/dev/vg01 (where –a = activates

22.
<Type> vgchange(–a(y(/dev/vg02 (where –a = activates
23.
<Type> vgchange(–a(n(/dev/vg01 

24.
<Type> vgchange(–a(n(/dev/vg02 
25.
<Type> cmruncl 

26.
<Type> vgchange(–c(y(/dev/vg01 

27.
<Type> vgchange(–c(y(/dev/vg02
28.
<Type> cmhaltcl(–f 

29.
<Type> cmruncl 

For each of the following commands, the status column should reflect a “Current” status.  <Enter> CTRL + C to terminate the scrolling display after each command.
30.
<Type> lvdisplay(–v(/dev/vg01/lv_db

31.
<Type> lvdisplay(–v(/dev/vg01/lv_srm

32.
<Type> lvdisplay(–v(/dev/vg01/lv_usr_prefs

33.
<Type> lvdisplay(–v(/dev/vg01/lv_shared

34.
Perform verification of “Mirrored Disk Module” and “Non-Mirrored Disk Module” of the SCSI Disk Array.  

At this point, the system is fully functional.

5.3.3.2 To remove and replace a Bus Control Card
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	CAUTION:  Do not touch the BCC pins.  The BCC is susceptible to electrostatic discharge and damage to the component may occur.


CAUTION:  Do not remove a failed BCC unless a replacement is available.  To maintain proper cooling within the Disk Array the failed unit must remain in place until a replacement module can be installed.  A missing BCC could cause the Disk Array to overheat and power off.

NOTE:  The top BBC interfaces with Server 1 and the bottom BCC interfaces with Server 2.

To remove a BCC, perform the following procedure:

1.
Determine which BCC has failed, a malfunctioning BCC’s Fault LED (refer to Figure 5-34 and Table 5-18) will be illuminated.

If the top BCC has failed, perform a Force A Failover To FDS-2 in accordance with the Forced Failover Procedures in this section prior to removing the BCC.  No Failover is required to be performed if the bottom BCC has failed.

2.
Tag and remove cable(s) from BCC.

3.
Attach an anti-static strap to your wrist and ground the plug. 

4.
Loosen the two captive screws (refer to Figure 5-42, item A).  The screws stay in the BCC.
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Figure 5‑42.  Bus Control Card Removal 

5.
Open the cam levers (B) by pulling away from the center of the card.  This disconnects the BCC from the backplane.

6.
Pull the BCC out of the slot, avoiding contact with the exposed circuits.  Note the settings of the internal and external DIP switches.   Refer to Table 5-13 for DIP switch settings.

To replace a BCC, perform the following procedure:

1.
Set internal and external DIP switches on the new BCC.  Refer to 
Table 5-14 for DIP switch settings.

2.
Open the cam levers (refer to Figure 5-43 item A) by pulling them  away from the center of the card.
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Figure 5‑43.  Bus Control Card Replacement 

3.
Align the flange (B) on the BCC with the rail inside the bottom slot (C) and insert the BCC.

4.
Push the cam levers flat against the center to seat the BCC pins on the backplane.  A short beep indicates the BCC is engaged and operational.  If the Fault LED stays On, troubleshoot the BCC in accordance with Table 5-16 and Table 5-17.

5.
When there is no fault indication, tighten the locking screws (D).

6.
Attach cables and remove tags.

7.
If a failover to FDS-2 has been performed, perform a switchback to FDS-1 in accordance with the FDS Switchback Procedures in this section.

5.3.3.3 To remove and replace a Fan

CAUTION:  Do not remove a fan from an operating system until you have a replacement fan and are ready to install it.  An empty slot will cause uneven cooling and eventual overheating.

To remove a fan, perform the following procedure:

1.
Loosen the two captive screws (refer to Figure 5-44, item A).   The screws stay with the fan.
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Figure 5‑44.  Fan Removal/Replacement 

2.
Pull fan out of the chassis by the metal tab (B).

To replace a fan, perform the following procedure:

1.
Insert the replacement fan into the vacated slot (C).

2.
Monitor the fan LED, It should flash amber and then turn green.  If the LED is not green, troubleshoot the fan in accordance with Table 5-16 and Table 5-17.

3.
Tighten the locking screw (A).

5.3.3.4 To remove and replace a Power Supply
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WARNING:  Because power supply heat build up, use extreme caution when removing a power supply.

CAUTION:  Do not remove a failed power supply unless a replacement is available.  To maintain proper cooling within the Disk Array the failed unit must remain in place until a replacement module can be installed.  A missing power supply could cause the Disk Array to overheat and power off.

To remove a power supply, perform the following procedure:

1.
Disconnect the power cord from the power supply.

2.
Loosen the captive screw (refer to Figure 5-45, item B) from the cam handle  (A).
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Figure 5‑45.  Power Supply Removal/Replacement 

3.
Pull the handle down to disengage the power supply from the backplane.

4.
Pull the power supply out of the chassis.  Support the far end of the power supply with your free hand as it clears the chassis.

To replace a power supply, perform the following procedure:

1.
With the power supply cam handle (A) down, insert the power supply into the vacated slot (D).  As the power supply begins to engage the backplane, 3/8 inch (8mm) will still be exposed.

2.
Rotate the handle up to draw the power supply the last 3/8 inch (8mm) into the chassis and firmly seat the power supply on the backplane.

3.
Tighten the screw (B) in the cam handle.

4.
Plug the power cord into the power supply and AC power source.

5.
Monitor the power supply LED.  It should turn green.  If the LED is dark or stays amber, troubleshoot the power supply in accordance with Table 5-16 and Table 5-17.

5.3.4 Testing/Verification

Operational Verification

Operational verification is determined by visually inspecting the Disk Array LEDs.  Table 5-18 lists the LEDs and their states during normal operation.  If an incorrect indication is present troubleshoot the Disk Array in accordance with Table 5-19. 

Table 5‑18.  Disk Array Normal Operation Verification 

	LED
	State

	System Fault
	Off

	System Power
	Green

	Disk Activity
	Flashing

	Power Supply
	Green

	Fan
	Green

	BCC Fault
	Off

	Bus Active
	Flashing

	Full Bus
	Off


 XE "Fault Isolation" Fault Isolation Checklist

Table 5-19 lists the probable causes and solutions for Disk Array problems that may be detected.  When more than one problem describes a particular situation, investigate the first solution that applies.  The table lists the most basic problems first and excludes them from subsequent problem descriptions.

Table 5‑19.  Disk Array Fault Isolation Table 

	LED Status
	Problem Description
	Probable Cause/Solution

	System power LED and power supply LED are Off
	Disk system fails to power on when installed.
	– 
Power cord is not plugged in.

– 
The power button is not pressed.

– 
AC breaker is tripped or AC power source has failed.

– 
The Power Distribution Unit/Power Distribution Relay Unit (PDU/PDRU) is defective. Replace.

–
 Power supply is faulty. Replace. 

	System power LED is Off; power supply LED is amber
	
	A faulty component is causing power supplies to turn Off. Remove all components and reinsert one at a time, starting with the power supplies, until the faulty component is isolated. 

	System fault LED and BCC fault LED flash
	Alarm sounds at startup
	– 
An incompatible Bus Control Card (BCC) is installed in the second slot.

– 
DIP switch settings on secondary BCC are incompatible with the primary BCC.

	Power supply LED is Off.
	System fault LED is On.
	– 
A redundant power supply is present but not connected to AC.

– 
The PDU/PDRU or primary power source for the (redundant) power supply has failed. 

	Fan LED is amber.
	
	Fan has slowed or stopped. If the fan is not redundant, shut down the disk system. Replace fan.

	Power supply LED is amber.
	
	– 
Power supply hardware is faulty. If the power supply is not redundant, shut down the disk system. Replace power supply.

– 
An incompatible or defective component caused a temporary fault. Unplug the power cord and wait for the LED to turn Off.  Reinsert the power cord. If the fault persists, replace the power supply.

	BCC and system fault LEDs flash.
	Alarm sounds when BCC is inserted.
	Internal or external DIP switches on the new BCC do not match the DIP switch settings on the installed BCC.

	Disk Activity LED On or Off.
	Disk Module fails to operate after installation.
	– 
Disk module is faulty. Replace.

– 
Backplane is faulty. Replace.

– 
If the all disks on the bus have this problem, the cable is faulty.  Replace the cable.

– 
If all disks in the disk system have this problem, the BCC is faulty. Replace the BCC. 

	Bus active LED is Off.
	SCSI cable is connected but corresponding LED is Off.
	– 
The host is not On.

– 
The disk system is connected in an invalid configuration.  Verify configuration.

– 
The HBA is faulty. Troubleshoot the HBA. 


Testing Procedures

NOTE:  The Disk Array must be powered On prior to either FDS receiving power.

To apply power to the Disk Array perform the following procedure:

1.
Apply power to the Disk Array by pressing the Disk Array’s Power Switch (refer to Figure 5-36).

NOTE:  The System Power LED will illuminate amber when power is first applied.  If the System Power LED remains amber for more than a couple of seconds, a fault has been detected.  If an abnormal indication is present, troubleshoot the Disk Array in accordance with Table 5-17. 

2.
Verify that the Disk Array’s System Power LED is Green and that the System Fault LED is OFF.

After applying power to the Disk Array ensure that the HACC is up and running and that the 15 processes are running.  To verify that the 15 processes are running, refer to the TO VERIFY THE FDS SOFTWARE PROCESSES ARE RUNNING procedure in this section.

5.3.4.1 SCSI Bus Troubleshooting

1.
Check the SCSI Cables for loose connections or bent pins.

2.
Check the Disk Array DIP Switches (refer to Figure 5-33 and 
Table 5-13) for incorrect or conflicting SCSI Addresses.

3.
Reseat all Disk Modules within the Disk Array.

4.
Ensure that the Disk Array is powered up and “Ready” prior to booting the FDSs.

5.3.4.2 Verify the operation of a Mirrored Disk Module

This procedure is typically used to check that a mirrored Disk Module (refer to Figure 5-46) had the correct data copied to it and that it is operational after a remove and replace has been performed.  This procedure uses the touch command to write a test file to the disk under test.  If a test file can be “written to” and “removed from” the disk, and the disk status is current, available and synced (not stale) then the disk is considered operational.

NOTE:  When verifying the operation of a mirrored disk the maintainer must login to the primary FDS to view vg01.  When verifying the operation of a non-mirrored disk (2) the maintainer must login to the secondary FDS to view vg02.

As shown in Figure 5-46, the file structures residing on the mirrored disks (1 and 2) are part of Volume Group 1 (vg01), and contains the operational flight and history data.  While the file structure residing on the non-mirrored disk (0) is part of Volume Group 2 (vg02) and contains the training data.  This information is important when attempting to verify the operation of a replaced disk. 

NOTE:  The Operating System (OS) file structure for each FDS resides on the Hard Drive within it’s own peripheral bay.  The OS file structure belongs to vg00 and resides within the Flight Data Servers and not within the Mass Storage System.
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Figure 5‑46.  Disk Array File Structure 

This procedure assumes that FDS-1 is operating as the primary Flight Data Server, XE "Flight Data Server"  and requires the user to connect to FDS-1 through the Backup NT Server using the HyperTerminal software.

1.
Connect the Backup NT Server to FDS-1 using the Maintenance Patch Panel.

2.
At the Windows Desktop on NT Server-2, <Double-click> the HyperTerminal icon.

3.
<Double-click> the Flight Data Server.ht icon to access the HyperTerminal window.

4.
Within HyperTerminal window, <Press> the Enter key to display the “Console Login:” prompt.

5.
At the prompt, <Type> the appropriate Username and Password to login to the FDS.  The FDS should respond with the “fds1xxx” prompt (where xxx is equal to the Site ID).

6.
At the “fds1xxx” prompt, <Type> bdf and <Press> the Enter key to view the file structure.  The system should respond with the following display: Verify the “Filesystem” and “Mounted On” columns.

	Filesystem
	kbytes
	Used
	Avail
	% Used
	Mounted On

	/dev/vg00/lvol3
	524288
	25694
	467491
	5%
	/

	/dev/vg00/lvol1
	255252
	34737
	194990
	15%
	/stand

	/dev/vg00/lvol9
	2097152
	436639
	1556753
	22%
	/var

	/dev/vg00/lvol7
	209715
	461881
	1533129
	23%
	/usr

	/dev/vg00/lvol8
	1572864
	100285
	1380550
	7%
	/usr/logs

	/dev/vg00/lvol6
	524288
	1303
	490367
	0%
	/tmp

	/dev/vg00/lvol5
	1048576
	144681
	847450
	15%
	/opt

	/dev/vg00/lvol4
	262144
	1178
	244659
	0%
	/home

	/dev/vg01/lv_db
	6144000
	83698
	5681572
	1%
	/db

	/dev/vg01/lv_srm
	4194304
	4253
	3928180
	0%
	/srm

	/dev/vg01/lv_shared
	409600
	1205
	382878
	0%
	/shared

	/dev/vg01/lv_usr_prefs
	409600
	1948
	382236
	1%
	/usr_prefs


7.
At the “fds1xxx” prompt, <Type> lvdisplay(-v(/dev/vg01/lv_db(|(more and <Press> the Enter key to verify disks 1 or 2.


The system should respond with a long display.  

8.
Within the first screen of the display, <Check> that the LV Status is listed as available/syncd, as shown in the following example.  <Press> the space-bar to scroll through the display.


-- Logical volumes ---

LV Name


/dev/vg01/lv_db

VG Name


/dev/vg01

LV Permission

read/write

LV Status


available/syncd
Mirror copies

1

Consistency Recovery
MWC

Schedule


parallel

LV Size (Mbytes)

6000

Current LE


1500

Allocated PE

3000

Stripes


0

Stripe Size (Kbytes)

0

Bad block


on

Allocation


PVG-strict

IO Timeout (Seconds)
default

9.
Also, within the Logical extents (the long display) <Check> that 
Status 1 and Status 2 are listed as current as shown in the following example.  A Status 1 or Status 2 of “stale” indicates a non-operational status. 

	-Logical extents-

	LE
	PV1
	PE1
	Status 1
	PV2
	PE2
	Status 2

	00000
	/dev/dsk/c5t0d0
	00000
	current
	/dev/dsk/c4t9d0
	00000
	current

	00001
	/dev/dsk/c5t0d0
	00001
	current
	/dev/dsk/c4t9d0
	00001
	current

	00002
	/dev/dsk/c5t0d0
	00002
	current
	/dev/dsk/c4t9d0
	00002
	current

	00003
	/dev/dsk/c5t0d0
	00003
	current
	/dev/dsk/c4t9d0
	00003
	current

	00004
	/dev/dsk/c5t0d0
	00004
	current
	/dev/dsk/c4t9d0
	00004
	current

	00005
	/dev/dsk/c5t0d0
	00005
	current
	/dev/dsk/c4t9d0
	00005
	current

	00006
	/dev/dsk/c5t0d0
	00006
	current
	/dev/dsk/c4t9d0
	00006
	current

	00007
	/dev/dsk/c5t0d0
	00007
	current
	/dev/dsk/c4t9d0
	00007
	current

	00008
	/dev/dsk/c5t0d0
	00008
	current
	/dev/dsk/c4t9d0
	00008
	current

	00009
	/dev/dsk/c5t0d0
	00009
	current
	/dev/dsk/c4t9d0
	00009
	current

	00010
	/dev/dsk/c5t0d0
	00010
	current
	/dev/dsk/c4t9d0
	00010
	current

	00011
	/dev/dsk/c5t0d0
	00011
	current
	/dev/dsk/c4t9d0
	00011
	current

	00012
	/dev/dsk/c5t0d0
	00012
	current
	/dev/dsk/c4t9d0
	00012
	current

	00013
	/dev/dsk/c5t0d0
	00013
	current
	/dev/dsk/c4t9d0
	00013
	current

	00014
	/dev/dsk/c5t0d0
	00014
	current
	/dev/dsk/c4t9d0
	00014
	current

	00015
	/dev/dsk/c5t0d0
	00015
	current
	/dev/dsk/c4t9d0
	00015
	current

	00016
	/dev/dsk/c5t0d0
	00016
	current
	/dev/dsk/c4t9d0
	00016
	current

	00017
	/dev/dsk/c5t0d0
	00017
	current
	/dev/dsk/c4t9d0
	00017
	current

	00018
	/dev/dsk/c5t0d0
	00018
	current
	/dev/dsk/c4t9d0
	00018
	current

	00019
	/dev/dsk/c5t0d0
	00019
	current
	/dev/dsk/c4t9d0
	00019
	current

	00020
	/dev/dsk/c5t0d0
	00020
	current
	/dev/dsk/c4t9d0
	00020
	current

	00021
	/dev/dsk/c5t0d0
	00021
	current
	/dev/dsk/c4t9d0
	00021
	current


The Logical extents display as documented above, is used to confirm that the disk status is current, available and synced.  If this is the case, the disk is considered operational.  If the status is “stale” the disk is considered non-operational.  

To ascertain the operational status of a device the user must be able to interpret a series of values and parameters and cross-reference these values to a particular device, drive/slot.  The user can read the physical values (PV) and identify what device is being statused.  A typical PV is listed below.

/dev/dsk/c5t0d0

/dev/dsk  
represents the location or path of the device

c5

represents a SCSI ID.

t0

represents a Target SCSI ID.  The value following the “t” is the SCSI ID

d0

represents a Logical Unit number (always zero) in this application.

SCSI ID’s

c1

Primary drive in the FDS (Lower Drive)

c2

Redundant Drive in the FDS (Upper Drive)

c3

Digital Versatile Disc (DVD)

c4

“B” Bus.  The “B” bus uses drives/slots  0 and 2

c5

“A” Bus.  The “A” bus uses drive/slot 1

Target SCSI ID’s

The Target SCSI ID identifies the SCSI ID which then points to the slot or drive.  For example, in the PV entry: /dev/dsk/c5t0d0 notice that the Target SCSI ID “t0” identifies the SCSI ID to be “0”.  Referring to the following table, SCSI ID “0” points to Drive/Slot.

As another example; in the PV entry: /dev/dsk/c4t9d0 equates to the “B” bus, and Drive/Slot 2 since “c4” equates to the “B” bus, “t9” identifies the SCSI ID 9 which points to Drive/Slot 2.

Table 5‑20.  SCSI Controller ID’s

	SCSI ID
	8
	0
	9
	1
	10
	2
	11
	3
	13
	4

	Drive/Slot
	0
	1
	2
	3
	4
	5
	6
	7
	8
	9


10.
If verifying disks 1 or 2, <Type> ls(-al(/db and <Press> the Enter key to list the contents of the db directory.


The directory should not contain the file test.

11.
If verifying disks 1 or 2, <Type> touch(/db/test and <Press> the Enter key to create the file test within the db directory.

12.
If verifying disks 1 or 2, <Type> ls(-al(/db and <Press> the Enter key to list the contents of the db directory.


The file test should now appear within the directory. 

CAUTION:  Do not use wild cards (*) when removing files from the Flight Data Servers.  Files can easily be deleted with the use of wild cards.  To avoid loss of data or damage to the file structure, please type the paths and filenames explicitly when removing (rm) files. 

13.
If verifying disks 1 or 2, <Type> rm(/db/test and <Press> the Enter key to remove the file test from the db directory.

14.
If verifying disks 1 or 2, <Type> ls(-al(/db and <Press> the Enter key to list the contents of the db directory.


The file test should be removed from the directory. 

5.3.4.3 Verify the operation of the non-mirrored Disk Module

This procedure is typically used to check that the non-mirrored Disk Module (0) is operational after a remove and replace has been performed.  This procedure uses the touch command to write a test file to the disk under test.  If a test file can be “written to” and “removed from” the disk 0, and the disk status is current, available and synced (not stale) then the disk is considered operational.

NOTE:  When verifying the operation of the non-mirrored disk 0, the maintainer must login to the secondary FDS to view vg02.

This procedure is assumes that FDS-1 is operating as the primary Flight Data Server, XE "Flight Data Server"  and requires the user to connect to FDS-2 through the Backup NT Server using the HyperTerminal software.

1.
Connect the Backup NT Server to FDS-2 using the Maintenance Patch Panel.

2.
At the Windows Desktop on NT Server-2, <Double-click> the HyperTerminal icon.

3.
<Double-click> the Flight Data Server.ht icon to access the HyperTerminal window.

4.
Within HyperTerminal window, <Press> the Enter key to display the “Console Login:” prompt.

5.
At the prompt, <Type> the appropriate Username and Password to login to the FDS.  The FDS should respond with the “fds2xxx” prompt (where xxx is equal to the Site ID).

6.
At the “fds2xxx” prompt, <Type> bdf and <Press> the Enter key to view the file structure.  The system should respond with the following display:

	Filesystem
	kbytes
	Used
	Avail
	% Used
	Mounted On

	/dev/vg00/lvol3
	524288
	41499
	452642
	8%
	/

	/dev/vg00/lvol1
	255253
	34729
	194998
	15%
	/stand

	/dev/vg00/lvol9
	2097152
	546294
	1453963
	27%
	/var

	/dev/vg00/lvol7
	2097152
	500913
	1496498
	25%
	/usr

	/dev/vg00/lvol8
	1572864
	6953
	1468048
	0%
	/usr/logs

	/dev/vg00/lvol6
	524288
	1306
	490363
	0%
	/tmp

	/dev/vg00/lvol5
	1048576
	292136
	709164
	29%
	/opt

	/dev/vg00/lvol4
	262144
	1311
	244592
	1%
	/home

	/dev/vg02/lv_tdb
	4096000
	69580
	3774814
	2%
	/tdb

	/dev/vg02/lv_tsrm
	2048000
	1606
	1918502
	0%
	/tsrm


7.
At the “fds2xxx” prompt, <Type> 
lvdisplay(–v(/dev/vg02/lv_tdb(|(more and <Press> the Enter key to verify disk 0.  The system should respond with a long display.  

8.
Within the first screen of the display, <Check> that the LV Status is listed as available/syncd, as shown in the example below.  <Press> the space-bar to scroll through the display.


-- Logical volumes ---

LV Name


/dev/vg02/lv_tdb

VG Name


/dev/vg02

LV Permission

read/write

LV Status


available/syncd
Mirror copies

0

Consistency Recovery
MWC

Schedule


parallel

LV Size (Mbytes)

4000

Current LE


1000

Allocated PE

1000

Stripes


0

Stripe Size (Kbytes)

0

Bad block


on

Allocation


strict

IO Timeout (Seconds)
default

9.
At the “fds2xxx” prompt, <Type> ls(-al(/tdb and <Press> the Enter key to list the contents of the tdb directory.  This directory should  not currently contain the file test.

10.
At the “fds2xxx” prompt, <Type> touch(/tdb/test and <Press> the Enter key to create the file test within the tdb directory.

11.
At the “fds2xxx” prompt, <Type> ls(-al(/tdb and <Press> the Enter key to list the contents of the tdb directory.  The file test should now appear within the directory.

CAUTION:  Do not use wild cards (*) when removing files from the Flight Data Servers.  Wanted files can easily be deleted with the use of wild cards.  To avoid loss of data or damage to the file structure, please type the paths and filenames explicitly when removing (rm) files.

12.
At the “fds2xxx” prompt, <Type> rm(/tdb/test and <Press> the Enter key to remove the file test from the tdb directory.

13.
At the “fds2xxx” prompt, <Type> ls(-al /tdb and <Press> the Enter key to list the contents of the tdb directory.  The file test should be removed from the directory. 

5.3.4.4 Verify the FDS software processes are running

This procedure is used when FDS-1 is operating as the primary Flight Data Server, XE "Flight Data Server"  and requires the user to connect to FDS-1 through the Backup NT Server using the HyperTerminal software.

1.
Connect the Backup NT Server to FDS-1 using the Maintenance Patch Panel.

2.
At the Windows Desktop on NT Server-2, <Double-click> the HyperTerminal icon.

3.
<Double-click> the Flight Data Server.ht icon to access the HyperTerminal window.

4.
Within HyperTerminal window, <Press> the Enter key to display the “Console Login:” prompt.

5.
At the prompt, <Type> the appropriate Username and Password to login to the FDS.  The FDS should respond with the “fds1xxx” prompt (where xxx is equal to the Site ID).

6.
At the “fds1xxx” prompt, <Type> cmviewcl and <Press> the Enter key to display the status on both Servers and the cluster.  The line that begins with “PACKAGE” and ends with “NODE” indicates which Server has the primary software enabled, as shown in the following example: 

	CLUSTER
	STATUS
	
	
	

	cluster 1
	up
	
	
	

	
	
	
	
	

	NODE
	STATUS
	STATE
	
	

	fds1xxx
	up
	running
	
	

	
	
	
	
	

	PACKAGE
	STATUS
	STATE
	AUTO_RUN
	NODE

	fds_pkg
	up
	running
	enabled
	fds1xxx

	
	
	
	
	

	NODE
	STATUS
	STATE
	
	

	fds2xxx
	up
	running
	
	

	
	
	
	
	

	PACKAGE
	STATUS
	STATE
	AUTO_RUN
	NODE

	tfds_pkg
	up
	running
	disabled
	fds2xxx

	
	
	
	
	


7.
Check the Status Display to ensure that FDS-1 is the primary Server (the Server listed as “enabled” and running the “fds_pkg”).  Also check to ensure that the node “fds2xxx” has a status of “up”.

8.
At the “fds1xxx” prompt, <Type> ps(-usrm and <Press> the Enter key to view the list of software processes running on the FDS.  The primary FDS should respond with a list of 15 processes as shown in the following example:

	PID
	TTY
	TIME
	COMMAND

	###
	?
	#:##
	srm

	###
	?
	#:##
	dbm

	###
	?
	#:##
	wxu

	###
	?
	#:##
	fds_inetd

	###
	?
	#:##
	upd

	###
	?
	#:##
	w2_dq

	###
	?
	#:##
	sched_server

	###
	?
	#:##
	w2_int

	###
	?
	#:##
	scrman_stats

	###
	?
	#:##
	wmsc_read

	###
	?
	#:##
	gw_int

	###
	?
	#:##
	wx_client

	###
	?
	#:##
	n2_read

	###
	?
	#:##
	gw_dq

	###
	?
	#:##
	fpbackup


9.
Resume normal operations.

5.4 Fibre Channel (FC) Disk Array

The HP FC Disk Array is a high-availability fibre channel (FC) storage device.  Dual optical fiber ports on dual link controllers provide fibre channel connections to the host.  Fifteen slots accept high-speed, high-capacity FC disks connected to a FC midplane.  The OASIS configuration of the FC Disk Array is designed for use with redundant HP Series Servers running HP-UX operating systems and is illustrated in the figure below.
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Figure 5‑47.  FC Disk Array Front View

Modular and redundant components are easy to upgrade and maintain.  Disks, power supply/fan modules, and Link Control Cards (LCCs) are replaceable parts that plug into individual slots in the front and back of the disk system.  Redundant power supply/fan modules, and LCCs can be removed and replaced without interrupting storage operations.  The drives are labeled 1 through 15.  Drives 1 and 2 are mirrored and store flight planning data.  Disk Drive 3 is used for training.  A block diagram of the FDS and the Mass Storage System is shown in Figure 5-48.  
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Figure 5‑48.  Mass Storage System (Fibre Channel Disk Array)
Figure 5-49 shows the FC Disk Array LRUs Locations.  Descriptions of each labeled LRU are contained in Table following the illustration.
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Figure 5‑49.  FC Disk Array LRUs Locations

Table 5‑21.  FC Disk Array LRUs Locations

	Item
	Description

	1
	Disk Drives

	2
	Left LCC

· FDS-1 Slot 12

· FDS-2 Slot 11

	3
	Right LCC

· FDS-1 Slot 11

· FDS-2 Slot 12

	4
	Left Power Supply/Fan

	5
	Right Power Supply/Fan


Figure 5-50 illustrates an expanded view of the LCC.  This Figure illustrates the typical fiber optic (F/O) cabling and address switch settings for systems utilizing a two disk system.
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Figure 5‑50.  Fiber Optic Cabling and Address Switch – Expanded View

Table 5‑22.  Address Switch Description

	Item
	Description

	Address Switch
	Left = 0
	Right = 0


5.4.1 Controls and Indicators

The F/C Disk Array Unit’s front and rear controls and indicators are illustrated in 
Figure 5-51 and Figure 5-52, and described in Table 5-23 and Table 5-24.
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Figure 5‑51.  FC Disk Array Controls and Indicators – Front View

Table 5‑23.  FC Disk Array LED Functions – Front View

	Item
	LED
	Indication

	1
	System Power
	Indicates whether power is On or Off

	2
	System Fault
	The System Fault LED indicates whether or not a fault has occurred anywhere in the disk system.

	3
	Standby Power Button
	The power button interrupts DC power from the power supplies to the LCCs and other internal components.  Input AC power to the power supplies is controlled by the power cords and the AC source.

	4
	Disk Activity
	On each disk module.  If On/Flashing, indicates the presence of Input/Output (I/O) activity.

	5
	Disk Fault LED.
	On each disk module.  If flashing,  helps the technician locate the disk for physical inspection or removal.
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Figure 5‑52.  FC Disk Array Controls and Indicators – Rear View

Table 5‑24.  FC Disk Array LEDs and Connectors – Rear View

	Item
	LED/Connector
	State
	Indication

	1
	Link Active
	On
	When illuminated indicates activity in FDS-2, Slot 12.

	2
	F/O Connector
	N/A
	F/O connector to FDS-1, Slot 12

	3
	LCC Fault
	Off
	LCC Fault Indicator.

	4
	F/O Connector
	N/A
	F/O connector for FDS-2, Slot 11

	5
	F/O Connector
	N/A
	F/O connector for FDS-1, Slot 11

	6
	F/O Connector
	N/A
	F/O connector for FDS-2, Slot 12

	7
	2G
	Off
	2 Gigabyte Storage indicator (off is normal)

	8
	LCC Active
	On
	LCC Activity Indicator

	9
	Power Indicator
	On
	When illuminated indicates AC power is available

	10
	Fault Indicator
	On
	When illuminated indicates a fault with the unit’s power supply (DC)

	11
	LCC Address Switch
	Set to 0
	Used to set the LCC’s address

	12
	Link Active
	On
	When illuminated indicates activity in FDS-1 Slot 11

	13
	Link Active
	On
	When illuminated indicates activity in FDS-1 Slot 12

	14
	Link Active
	On
	When illuminated indicates activity in FDS-2 Slot 11


5.4.1.1 Disks and Disk Fillers

A disk module is illustrated in the Figure 5-53.  Fillers must be installed in unused slots in order to maintain even cooling around the remaining slots.  Labeled parts are as follows:

1
Latch Tab

2
Extraction Handle

3
Disk LED
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Figure 5‑53.  Disk Module

5.4.1.2 Link Control Cards (LCCs)

LCCs plug into two slots in the back of the disk system.  Viewed from the rear, the LCC in the left slot is LCC A, and in the right slot LCC B.  Each LCC connects to independent Fibre Channel loops inside the disk system.  Two Fibre Channel ports are located on each LCC to provide dual connections to each FDS.

5.4.1.3 Power Supply/Fan Module

Redundant, hot-pluggable 340-watt power supplies convert wide-ranging AC voltage from an external main stable DC output and deliver it to the midplane.  Each power supply has an internal fan, an AC receptacle, two ejector handles with thumbscrews and two LEDs as illustrated in Figure 5-54.  Internal control prevents the rear DC output connector from becoming energized when the power supply is removed from the disk system.
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Figure 5‑54.  Power Supply/Fan Module

Power supplies share the load reciprocally; that is, each supply automatically increases its output to compensate for reduced output from the other, and vice versa.  If one power supply fails, the other delivers the entire load.  Labeled parts are as follows:

1
Ejector Handle

2
Locking Thumbscrew

3
LEDs

4
AC Receptacle

5.4.2 Setup/Configuration

User-replaceable components enable high-availability and easy maintenance.  The components include disks and disk fillers, Link Control Cards (LCCs) and power supply/fan modules
5.4.2.1 Configuring the LCCs

Figure 5-55 illustrates the LCC Internal Configuration Switch.  Follow the steps outlined below to set this switch.

1.
Attach an ESD strap to your wrist and ground.

CAUTION:  Do not touch the pins on the back of the LCC.

2.
Set the internal configuration dip switch on the LCC card to a link speed of 1 Gb/s.  See the following figure.
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Figure 5‑55.  FC LCC Internal Configuration Switches

3.
Set address switches on the new LCC to match the settings on the peer LCC.  Refer to Configuring the LCCs.
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Figure 5‑56.  LCC Address Switches and LEDs

5.4.3 Maintenance Procedures

This section contains the detailed steps required to fault isolate problems and  remove and replace faulty LRUs. 

5.4.3.1 To Remove and Replace Disk Module

	CAUTION:  Do not remove a disk or filler from an operating Disk Array until the replacement part is available and ready for installation.  An empty slot will cause uneven cooling and overheating.

  See Another Document
	For the interconnect information on LRUs, use the OASIS Site Drawing Package for your location.


NOTE:  Whenever possible, follow standard ESD procedures and avoid touching exposed circuitry.

NOTE:  The Disk Module needs about 30 seconds to spin down before removal.

These procedures are only for removing and replacing a mirrored disk module.  Procedures for replacing the non-mirrored disk module will be sent out with the replacement module.
To remove a Disk Module, refer to Figure 5-57 and Figure 5-58 as needed.
1.
Log on to the "primary" FDS as a privileged user.
2.
Determine which drive is bad by performing the "Testing/Verification" procedure for the Fibre Channel Disk Array.
3.
To remove the bad drive, place your thumb at position #1 
and place your index finger into the opening as indicated at position #2.
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Figure 5‑57.  Disk Module Removal 

4.
With your thumb depress the small tab while at the same time gently but firmly pulling in an outward direction until the disk module drive is no longer connected to the midplane.  

5.
Wait for the disk to spin down and then pull the module out of the slot supporting the disk with your other hand around the enclosed side.
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Figure 5‑58.  Removing an LCC


CAUTION:  High current is present on the Disk Array’s backplane.  Avoid touching the backplane or adjacent disk electronics when removing and replacing Disk Modules.

6.
<Type> vgchange(–a(y(/dev/vg01   You will receive a warning message "Couldn't attach to volume group…".

7
.
Remove the filler from the temporary slot (#4).
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Figure 5‑59.  Temp Slot Identification
CONTROLLER ID’s

c1

Primary drive in the FDS (Lower Drive)

c2

Redundant Drive in the FDS (Upper Drive)

c3

Digital Versatile Disc (DVD)

c4

Primary Controller
c5

Backup Controller
Target CONTROLLER ID’s

The Target Controller ID identifies the Controller ID which then points to the slot or drive.  For example, in the PV entry: “/dev/dsk/c5t0d0” notice that the Target Controller ID “t0” identifies the Controller ID to be “0”.  Referring to Table 5-25, Controller ID “0” points to Drive/Slot 1.

As another example; in the PV entry: "/dev/dsk/c4t3d0" notice that the Target Controller ID “t3” identifies the Controller ID to be “3”.  Referring to Table 5-25, Controller ID “3” points to Drive/Slot 4.

Table 5-25 documents the relationship between the Controller ID and the Controller ID’s corresponding drive/slot identification.

Table 5‑25.  Controller IDs

	Target Controller ID
	0
	1
	2
	3
	4
	5
	6
	7
	8
	… 14

	Drive/Slot
	1
	2
	3
	4
	5
	6
	7
	8
	9
	… 15


8.
Remove the replacement disk module from its protective ESD bag, being careful to grasp the disk module by its extraction handle.

9.
Press the extraction handle’s tab to unlock.


10.
Put the new drive (capacity label up) in the TEMP slot (#4) that corresponds to the bad drive, as illustrated in Scenario #1and Scenario #2 (Figure 5-59).  Press the extraction handle to seat the disk module firmly on the midplane.  An audible click indicates the disk module is fully seated.

11.
Monitor the LEDs.  The LED should be on while the disk spins up and should remain on.





12.
<Type> ioscan(–C(disk to enable the system to recognize the new disk. Wait until the command has completed (up to 15 minutes).
13.
<Type> insf(–e(–C(disk to create device drivers for the new disk

NOTE:  The following procedures will require halting the cluster.

NOTE:  System will be down for approximately 30 minutes.

14.
Make notification that the site will be down for 30 minutes, then <Type> cmhaltcl(–f  

15.
To restore the data from the GOOD drive: 


Scenario #1: <Type>
 vgcfgrestore(–n(/dev/vg01(–o(/dev/rdsk/c4t1d0(/dev/rdsk/c4t3d0


OR


Scenario #2: <Type>
 vgcfgrestore(–n(/dev/vg01(–o(/dev/rdsk/c4t0d0(/dev/rdsk/c4t3d0


In either case, wait for the following response:  "Volume group configuration has been restored to /dev/rdsk/c#t#d0"


where


“c#” is the Controller ID, “t#” is the Target Controller ID and “d0” is the Logical Unit number which is always zero.  

16.
Move the TEMP drive into empty spot vacated by the BAD drive. Wait for the disk activity light to become a steady green.

17.
<Type> vgchange(–a(y(/dev/vg01  The system should respond with "Activated volume group".  
The disk activity lights should start flashing rapidly to indicate mirroring of data.  Wait until the lights are no longer blinking rapidly before proceding to the next step.
18.
<Type> cmruncl  

19.
<Type> vgchange(–c(y(/dev/vg01  The system should respond with "Volume group /dev/vg01 has been successfully changed".
20.
<Type> vgchange(–c(y(/dev/vg02  The system should respond with "Volume group /dev/vg02 has been successfully changed".
21.
<Type> cmhaltcl(-f
22.
<Type> cmruncl
For each of the following commands, the status column should reflect a “Current” status.  <Enter> CTRL + C to terminate the scrolling display after each command.



23.
<Type> lvdisplay(–v(/dev/vg01/lv_db

24.
<Type> lvdisplay(–v(/dev/vg01/lv_srm

25.
<Type> lvdisplay(–v(/dev/vg01/lv_usr_prefs

26.
<Type> lvdisplay(–v(/dev/vg01/lv_shared

27.
Perform verification of “Mirrored Disk Module” and “Non-Mirrored Disk Module” for the Fibre Channel Disk Array.  

At this point, the system is fully functional.

5.4.3.2 To Remove and Replace the Link Control Card

Replace an LCC when troubleshooting shows that the card is faulty.  There is no need to turn off the disk system to remove and replace an LCC.  However, the host must be notified that all disk on the affected loop will be unavailable for I/O.
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	CAUTION:  Touching the LCC pins can cause high energy discharge and permanently damage the LCC.
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WARNING:  Do not remove an LCC from an operating disk until the replacement LCC is available and ready for installation.  An empty slot will cause uneven cooling and overheating.

Refer to Figure 5-60 and Table 5-26 for reference if needed.

To Replace an LCC, perform the following procedure:

1.
Attach the clip end of your ESD wrist strap to the ground stud at the top of the rack.

2.
Remove the cables and/or terminators from the failed LCC.

3.
Loosen the screws (2 in Figure 5-60) until it clears the LCC bulkhead.  The screw stays in the ejector handle.

[image: image89.png]



Figure 5‑60.  Removing/Replacing the  LCC

Table 5‑26.  LCC Installation Components

	Item
	Description

	1
	Cam Latch

	2
	Locking Thumbscrew

	3
	LCC

	4
	LCC Slot
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	CAUTION:  Touching the LCC pins can cause high energy discharge and permanently damage the LCC.


4.
Open the cam levers (1 in Figure 5-60) by pulling them away from the center of the card.  This disconnects the LCC pins from the midplane.

5.
Pull the LCC out of the slot (3 in Figure 5-60).
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	CAUTION:  The LCC must be replaced or a filler panel installed in the open slot to ensure proper cooling for the disk system.


6.
Remove the replacement LCC from its ESD bag.

7.
Set the internal configuration switches and the address switch on the new LCC to match the settings on the peer LCC.  Refer to "Configuring the LCCs".
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	CAUTION:  The address switches must have the same settings on both LCCs.


To Replace an LCC, perform the following procedure:

1.
Open the cam levers by pulling them away from the center of the card.

2.
Insert the LCC in the empty slot.

3.
Push the cam levers flat against the center of the card to seat the LCC pins firmly on the midplane.

4.
Watch the LCC Fault LED (Figure 5-61).  It should come on briefly and then turn off.  If the LED stays on and a buzzer sounds, the switch settings do not match the settings on the peer LCC and an adjustment must be made.

5.
Tighten the locking thumbscrew (2 in Figure 5-60).
6.
Reattach the FC cables.

7.
Verify operation of the LCC:

a.
LCC Active LED ahould be on

b.
Both Link Active lights should be on

c.
Perform FC Disk Array Testing /Verification Procedures

5.4.3.3 To Remove and Replace the Power Supply/Fan Assembly:

Replace the Power Supply/Fan Assembly as soon as possible when troubleshooting indicates a power supply failure.  If the assembly fails, the remaining power supply provides proper voltage to the disk system.  However, if the remaining power supply fails before the first power supply is replaced, the disk system will turn off.

The power supply fan may continue to operate even when a power supply fails.  Additionally, the disk system need not be powered off to replace a power supply.

NOTE:  Follow ESD procedures whenever possible.
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	CAUTION:  Do not remove a power supply from an operating system until you have the replacement and are ready to install it.  An empty slot will cause uneven cooling and eventual overheating.
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WARNING:  The power supply may be hot to touch.  Severe burns may occur.

1.
Attach the clip end of your ESD wrist strap to the ground stud at the top of the rack

2.
Disconnect the power cord from the power supply.

3.
Loosen the thumbscrews on the assembly’s handles (1 and 2 in 
Figure 5-61).
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Figure 5‑61.  Power Supply/Fan Assembly Removal and Replacement

4.
Rotate the handles out to disengage the Power Supply/Fan Assembly  from the midplane.

5.
Pull the power supply out of the chassis.  Support the far end of the supply with a free hand as it clears the chassis.

6.
Slide the replacement power supply into the empty slot (5 in 
Figure 5-62).  The power supply begins to engage the midplane with 3/8 inch (8mm) still exposed.

7.
Rotate the handles back toward the center of the power supply module to draw the power supply the last 3/8 inch into the chassis and firmly seat the power supply on the midplane.  The power supply should be flush with the edge of the chassis.

8.
Tighten the thumbscrews on the power supply handles (1 and 2).  It is recommended that you use a screwdriver to ensure proper seating.

9.
Plug the power cord into the power supply and electrical source.

10.
Monitor the power supply LED.  It should turn green.  

5.4.4 Testing/Verification

Operational Verification

NOTE:  The Disk Array must be powered On prior to either FDS receiving power.

To apply power to the Disk Array perform the following procedure:

1.
Apply power to the Disk Array

NOTE:  The System Power LED will illuminate amber when power is first applied.  If the System Power LED remains amber for more than a couple of seconds, a fault has been detected.  If an abnormal indication is present, troubleshoot the Disk Array in accordance with Table 5-27. 

2.
Verify that the Disk Array’s System Power LED is Green and that the System Fault LED is OFF.

After applying power to the Disk Array, ensure that the HACC is up and running and that the 15 processes are running.  To verify that the 15 processes are running, refer to section 5.2.5.1.

Fault Isolation Checklist

Operational verification is determined by visually inspecting the FC Disk Array LEDs as described in a previous section.  If an incorrect indication is present, use the information contained in Table 5-27 to aid in the fault isolation process.

Table 5-27 lists the probably causes and solution for FC Disk Array problems that may be detected.  When more than one problem describes a particular situation, investigate the first solution that applies.  The table lists the most basic problems first and excludes them from subsequent problem descriptions.

Table 5‑27.  Troubleshooting and Fault Isolation Checklist

	Problem 
	LED State
	Probable Cause/Solution

	Installed product does not power on.
	System Power LED is OFF
	· Neither power cord is plugged in.

· The power switch is not pressed.

· AC Breaker is tripped.

· AC power source has failed.

· The Power Distribution Unit (PDU) in use is defective.

· Power switch is defective.

· A faulty component is causing power supplies to turn off.  Remove all components and reinsert one at a time until the faulty component is isolated.

	System fault LED is on
	Power supply LED is Off.
	· The power supply is not plugged in.

· The PDU or primary power source has failed.

· A single component has failed.

	Audio alarm with LCC installed
	LCC Fault is flashing
	· LCC DIP switch settings do not match peer LCC switch settings.  Reset switches.

	LCC Fault LED is On
	LCC Fault is On
	· LCC hardware is faulty.  Replace the LCC.

	Fan LED is amber
	Amber
	· Fan has slowed or stopped.  Replace the fan.

	Power supply LED is amber
	Amber
	· An incompatible or defective component caused a temporary fault.

· Power supply hardware is faulty.

· Unplug the power cord and wait for the LED to turn off.  Reinsert the power cord.  If fault persists, replace the power supply.

	IOSCAN lists LCC and disks as NO_HW
	All normal

All Off
	· Cable is unplugged or loose at either end.

· Cable is damaged.  Replace with another cable to test.

· May appear prior to the daisy chain being powered off.

· HBA is faulty.  Check status and correct any problem.

· Disk system is powered off

	IOSCAN lists disk as NO_HW
	On or Off
	· Use the fcmsutil replace_dsk operation when replacing the disk drive.

· Use insf –e to create the appropriate device files for the newly installed disk drive.

· Reboot host.  If after reboot, ioscan does not report the newly installed disk drive, then the disk drive is faulty.

· Replace the drive

	Temperature is over limit
	none
	· A fan is faulty.  Check status a correct.

· Airflow is obstructed, vents are blocked.

· One or more slots are empty.

· Power supply is faulty.  Check status and correct.

· Temperature sensor is faulty.  Compare temperature reported by peer LCC.

	Temperature is under limit
	none
	· Room temperature is too low.

· Temperature sensor is faulty.  Compare temperature reported by the Peer LCC

	Voltage is over limit
	none
	· Power supply is faulty.  Check status and correct.

	Voltage is under limit
	none
	· Either the power supply is faulty.  Check status and correct.

	Peer LCC status, temperature and voltage are Not Available.
	none
	· Firmware on LCC A and LCC B are different versions.

· Internal bus is faulty. 


5.4.4.1 FC Disk Array Troubleshooting

The high-level LRUs for the FC Disk Array consist of the disk drives (up to 15, 3 currently used).  Link Control Cards (LCCs) and the Power Supply/Fan Module.  Each of these LRUs were describe briefly in the previous section.  Figures are used to illustrate both the front and rear views of the disk array with the LRUs labeled.  Each labeled LRU is listed and described in Tables.

5.4.4.2 Verify the operation of a Mirrored Disk Module

This procedure is typically used to check that a mirrored Disk Module had the correct data copied to it and that it is operational after a remove and replace has been performed.  This procedure uses the touch command to write a test file to the disk under test.  If a test file can be “written to” and “removed from” the disk, and the disk status is current, available and synced (not stale) then the disk is considered operational.

NOTE:  When verifying the operation of a mirrored disk the maintainer must login to the primary FDS to view vg01.  When verifying the operation of a non-mirrored disk (2) the maintainer must login to the secondary FDS to view vg02.

As shown in Figure 5-63, the file structure residing on the mirrored disks (1 and 2) are part of Volume Group 1 (vg01), and contains the operational flight and history data.  While the file structure residing on the non-mirrored disk (3) is part of Volume Group 2 (vg02) and contains the training data.  This information is important when attempting to verify the operation of a replaced disk. 

NOTE:  The Operating System (OS) file structure for each FDS resides on the Hard Drive within its own peripheral bay.  The OS file structure belongs to vg00 and resides within the Flight Data Servers and not within the Mass Storage System.
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Figure 5‑62.  Disk Array File Structure

This procedure assumes that FDS-1 is operating as the primary Flight Data Server, XE "Flight Data Server"  and requires the user to connect to FDS-1 through the Backup NT Server using the HyperTerminal software.

1.
Connect the Backup NT Server to FDS-1 using the Maintenance Patch Panel.

2.
At the Windows Desktop on NT Server-2, <Double-click> the HyperTerminal icon.

3.
<Double-click> the Flight Data Server.ht icon to access the HyperTerminal window.

4.
Within HyperTerminal window, <Press> the Enter key to display the “Console Login:” prompt.

5.
At the prompt, <Type> the appropriate Username and Password to login to the FDS.  The FDS should respond with the “fds1xxx” prompt (where xxx is equal to the Site ID).

6.
<Type> cmviewcl and <Press> the Enter key to check the status of the cluster..
7.
At the “fds1xxx” prompt, <Type> bdf and <Press> the Enter key to view the file structure.  The system should respond with the following display: Verify the “Filesystem” and “Mounted On” columns.

	Filesystem
	kbytes
	Used
	Avail
	% Used
	Mounted On

	/dev/vg00/lvol3
	524288
	25694
	467491
	5%
	/

	/dev/vg00/lvol1
	255252
	34737
	194990
	15%
	/stand

	/dev/vg00/lvol9
	2097152
	436639
	1556753
	22%
	/var

	/dev/vg00/lvol7
	209715
	461881
	1533129
	23%
	/usr

	/dev/vg00/lvol8
	1572864
	100285
	1380550
	7%
	/usr/logs

	/dev/vg00/lvol6
	524288
	1303
	490367
	0%
	/tmp

	/dev/vg00/lvol5
	1048576
	144681
	847450
	15%
	/opt

	/dev/vg00/lvol4
	262144
	1178
	244659
	0%
	/home

	/dev/vg01/lv_db
	6144000
	83698
	5681572
	1%
	/db

	/dev/vg01/lv_srm
	4194304
	4253
	3928180
	0%
	/srm

	/dev/vg01/lv_usr_prefs
	409600
	1948
	382236
	1%
	/usr_prefs

	/dev/vg01/lv_shared
	409600
	1205
	382878
	0%
	/shared


7.
At the “fds1xxx” prompt, <Type> lvdisplay(-v(/dev/vg01/lv_db(|(more and <Press> the Enter key to verify disks 1 or 2.


The system should respond with a long display.  

8.
Within the first screen of the display, <Check> that the LV Status is listed as available/syncd, as shown in the following example.  <Press> the space-bar to scroll through the display.


-- Logical volumes ---

LV Name


/dev/vg01/lv_db

VG Name


/dev/vg01

LV Permission

read/write

LV Status


available/syncd
Mirror copies

1

Consistency Recovery
MWC

Schedule


parallel

LV Size (Mbytes)

6000

Current LE


1500

Allocated PE

3000

Stripes


0

Stripe Size (Kbytes)

0

Bad block


on

Allocation


PVG-strict

IO Timeout (Seconds)
default

9.
Also, within the Logical extents (the long display) <Check> that 
Status 1 and Status 2 are listed as current as shown in the following example.  A Status 1 or Status 2 of “stale” indicates a non-operational status. 

-Logical extents-

	LE
	PV1
	PE1
	Status 1
	PV2
	PE2
	Status 2

	00000
	/dev/dsk/c4t0d0
	00000
	current
	/dev/dsk/c4t1d0
	00000
	current

	00001
	/dev/dsk/c4t0d0
	00001
	current
	/dev/dsk/c4t1d0
	00001
	current

	00002
	/dev/dsk/c4t0d0
	00002
	current
	/dev/dsk/c4t1d0
	00002
	current

	00003
	/dev/dsk/c4t0d0
	00003
	current
	/dev/dsk/c4t1d0
	00003
	current

	00004
	/dev/dsk/c4t0d0
	00004
	current
	/dev/dsk/c4t1d0
	00004
	current

	00005
	/dev/dsk/c4t0d0
	00005
	current
	/dev/dsk/c4t1d0
	00005
	current

	00006
	/dev/dsk/c4t0d0
	00006
	current
	/dev/dsk/c4t1d0
	00006
	current

	00007
	/dev/dsk/c4t0d0
	00007
	current
	/dev/dsk/c4t1d0
	00007
	current

	00008
	/dev/dsk/c4t0d0
	00008
	current
	/dev/dsk/c4t1d0
	00008
	current

	00009
	/dev/dsk/c4t0d0
	00009
	current
	/dev/dsk/c4t1d0
	00009
	current

	00010
	/dev/dsk/c4t0d0
	00010
	current
	/dev/dsk/c4t1d0
	00010
	current

	00011
	/dev/dsk/c4t0d0
	00011
	current
	/dev/dsk/c4t1d0
	00011
	current

	00012
	/dev/dsk/c4t0d0
	00012
	current
	/dev/dsk/c4t1d0
	00012
	current

	00013
	/dev/dsk/c4t0d0
	00013
	current
	/dev/dsk/c4t1d0
	00013
	current

	00014
	/dev/dsk/c4t0d0
	00014
	current
	/dev/dsk/c4t1d0
	00014
	current

	00015
	/dev/dsk/c4t0d0
	00015
	current
	/dev/dsk/c4t1d0
	00015
	current

	00016
	/dev/dsk/c4t0d0
	00016
	current
	/dev/dsk/c4t1d0
	00016
	current

	00017
	/dev/dsk/c4t0d0
	00017
	current
	/dev/dsk/c4t1d0
	00017
	current

	00018
	/dev/dsk/c4t0d0
	00018
	current
	/dev/dsk/c4t1d0
	00018
	current

	00019
	/dev/dsk/c4t0d0
	00019
	current
	/dev/dsk/c4t1d0
	00019
	current

	00020
	/dev/dsk/c4t0d0
	00020
	current
	/dev/dsk/c4t1d0
	00020
	current

	00021
	/dev/dsk/c4t0d0
	00021
	current
	/dev/dsk/c4t1d0
	00021
	current


The Logical extents display as documented above, is used to confirm that the disk status is current, available and synced.  If this is the case, the disk is considered operational.  If the status is “stale” the disk is considered non-operational.  

10.
If verifying disks 1 or 2, <Type> ls(-al(/db and <Press> the Enter key to list the contents of the db directory.


The directory should not contain the file test.

11.
If verifying disks 1 or 2, <Type> touch(/db/test and <Press> the Enter key to create the file test within the db directory.

12.
If verifying disks 1 or 2, <Type> ls(-al(/db and <Press> the Enter key to list the contents of the db directory.


The file test should now appear within the directory. 

CAUTION:  Do not use wild cards (*) when removing files from the Flight Data Servers.  Files can easily be deleted with the use of wild cards.  To avoid loss of data or damage to the file structure, please type the paths and filenames explicitly when removing (rm) files. 

13.
If verifying disks 1 or 2, <Type> rm(/db/test and <Press> the Enter key to remove the file test from the db directory.

14.
If verifying disks 1 or 2, <Type> ls(-al(/db and <Press> the Enter key to list the contents of the db directory.


The file test should be removed from the directory. 

5.4.4.3 Verify the operation of the non-mirrored Disk Module

This procedure is typically used to check that the non-mirrored Disk Module (0) is operational after a remove and replace has been performed.  This procedure uses the touch command to write a test file to the disk under test.  If a test file can be “written to” and “removed from” the disk 0, and the disk status is current, available and synced (not stale) then the disk is considered operational.

NOTE:  When verifying the operation of the non-mirrored disk 0, the maintainer must login to the secondary FDS to view vg02.

This procedure is assumes that FDS-1 is operating as the primary Flight Data Server, XE "Flight Data Server"  and requires the user to connect to FDS-2 through the Backup NT Server using the HyperTerminal software.

1.
Connect the Backup NT Server to FDS-2 using the Maintenance Patch Panel.

2.
At the Windows Desktop on NT Server-2, <Double-click> the HyperTerminal icon.

3.
<Double-click> the Flight Data Server.ht icon to access the HyperTerminal window.

4.
Within HyperTerminal window, <Press> the Enter key to display the “Console Login:” prompt.

5.
At the prompt, <Type> the appropriate Username and Password to login to the FDS.  The FDS should respond with the “fds2xxx” prompt (where xxx is equal to the Site ID).

6.
<Type> cmviewcl and <Press> the Enter key to check the status of the cluster..

7.
At the “fds2xxx” prompt, <Type> bdf and <Press> the Enter key to view the file structure.  The system should respond with the following display:

	Filesystem
	kbytes
	Used
	Avail
	% Used
	Mounted On

	/dev/vg00/lvol3
	524288
	41499
	452642
	8%
	/

	/dev/vg00/lvol1
	255253
	34729
	194998
	15%
	/stand

	/dev/vg00/lvol9
	2097152
	546294
	1453963
	27%
	/var

	/dev/vg00/lvol7
	2097152
	500913
	1496498
	25%
	/usr

	/dev/vg00/lvol8
	1572864
	6953
	1468048
	0%
	/usr/logs

	/dev/vg00/lvol6
	524288
	1306
	490363
	0%
	/tmp

	/dev/vg00/lvol5
	1048576
	292136
	709164
	29%
	/opt

	/dev/vg00/lvol4
	262144
	1311
	244592
	1%
	/home

	/dev/vg02/lv_tdb
	4096000
	69580
	3774814
	2%
	/tdb

	/dev/vg02/lv_tsrm
	2048000
	1606
	1918502
	0%
	/tsrm


8.
At the “fds2xxx” prompt, <Type> 
lvdisplay(–v(/dev/vg02/lv_tdb(|(more and <Press> the Enter key to verify disk 0.  The system should respond with a long display.  <Press> the space-bar to scroll through the display.

9.
Within the first screen of the display, check that the LV Status is listed as available/syncd, as shown in the following example:


-- Logical volumes ---

LV Name


/dev/vg02/lv_tdb

VG Name


/dev/vg02

LV Permission

read/write

LV Status


available/syncd
Mirror copies

0

Consistency Recovery
MWC

Schedule


parallel

LV Size (Mbytes)

4000

Current LE


1000

Allocated PE

1000

Stripes


0

Stripe Size (Kbytes)

0

Bad block


on

Allocation


strict

IO Timeout (Seconds)
default

10.
At the “fds2xxx” prompt, <Type> ls(-al(/tdb and <Press> the Enter key to list the contents of the tdb directory.  This directory should  not currently contain the file test.

11.
At the “fds2xxx” prompt, <Type> touch(/tdb/test and <Press> the Enter key to create the file test within the tdb directory.

12.
At the “fds2xxx” prompt, <Type> ls(-al(/tdb and <Press> the Enter key to list the contents of the tdb directory.  The file test should now appear within the directory.

CAUTION:  Do not use wild cards (*) when removing files from the Flight Data Servers.  Wanted files can easily be deleted with the use of wild cards.  To avoid loss of data or damage to the file structure, please type the paths and filenames explicitly when removing (rm) files.

13.
At the “fds2xxx” prompt, <Type> rm(/tdb/test and <Press> the Enter key to remove the file test from the tdb directory.

14.
At the “fds2xxx” prompt, <Type> ls(-al(/tdb and <Press> the Enter key to list the contents of the tdb directory.  The file test should be removed from the directory. 

5.4.4.4 Verify the FDS software processes are running

This procedure is used when FDS-1 is operating as the primary Flight Data Server, XE "Flight Data Server"  and requires the user to connect to FDS-1 through the Backup NT Server using the HyperTerminal software.

1.
Connect the Backup NT Server to FDS-1 using the Maintenance Patch Panel.

2.
At the Windows Desktop on NT Server-2, <Double-click> the HyperTerminal icon.

3.
<Double-click> the Flight Data Server.ht icon to access the HyperTerminal window.

4.
Within HyperTerminal window, <Press> the Enter key to display the “Console Login:” prompt.

5.
At the prompt, <Type> the appropriate Username and Password to login to the FDS.  The FDS should respond with the “fds1xxx” prompt (where xxx is equal to the Site ID).

6.
At the “fds1xxx” prompt, <Type> cmviewcl and <Press> the Enter key to display the status on both Servers and the cluster.  The line that begins with “PACKAGE” and ends with “NODE” indicates which Server has the primary software enabled, as shown in the following example: 

	CLUSTER
	STATUS
	
	
	

	cluster 1
	up
	
	
	

	
	
	
	
	

	NODE
	STATUS
	STATE
	
	

	fds1xxx
	up
	running
	
	

	
	
	
	
	

	PACKAGE
	STATUS
	STATE
	AUTO_RUN
	NODE

	fds_pkg
	up
	running
	enabled
	fds1xxx

	
	
	
	
	

	NODE
	STATUS
	STATE
	
	

	fds2xxx
	up
	running
	
	

	
	
	
	
	

	PACKAGE
	STATUS
	STATE
	AUTO_RUN
	NODE

	tfds_pkg
	up
	running
	disabled
	fds2xxx

	
	
	
	
	


7.
Check the Status Display to ensure that FDS-1 is the primary Server (the Server listed as “enabled” and running the “fds_pkg”).  Also check to ensure that the node “fds2xxx” has a status of “up”.

8.
At the “fds1xxx” prompt, <Type> ps(-usrm and <Press> the Enter key to view the list of software processes running on the FDS.  The primary FDS should respond with a list of 15 processes as shown in the following example:

	PID
	TTY
	TIME
	COMMAND

	###
	?
	#:##
	srm

	###
	?
	#:##
	dbm

	###
	?
	#:##
	wxu

	###
	?
	#:##
	fds_inetd

	###
	?
	#:##
	upd

	###
	?
	#:##
	w2_dq

	###
	?
	#:##
	sched_server

	###
	?
	#:##
	w2_int

	###
	?
	#:##
	scrman_stats

	###
	?
	#:##
	wmsc_read

	###
	?
	#:##
	gw_int

	###
	?
	#:##
	wx_client

	###
	?
	#:##
	n2_read

	###
	?
	#:##
	gw_dq

	###
	?
	#:##
	fpbackup


9.
Resume normal operations.

5.5 DAT DRIVES ASSEMBLY

The HACC Subsystem employs two Digital Audio Tape (DAT) configurations.  The first such configuration is the HP Digital Audio Tape Drive Assembly illustrated in the following figure.  Details relating to this configuration are contained in Appendix 5A.  
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Figure 5‑63.  DAT Drive Assembly - Front View

The second DAT configuration is the HP DAT 24a assembly.  This assembly is illustrated in the following figure.   Details relating to the DAT 24a assembly are contained in Appendix 5B. 
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Figure 5‑64.  HP DAT 24a (Digital Audio Tape) Assembly
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