4 
Maintenance

4.1 Overview

The Maintenance XE "Maintenance"  chapter contains sections on the OASIS Support Concept XE "Support Concept"   and Fault Isolation. XE "Fault Isolation"   The Support Concept section discusses the top-level OASIS Operational and Maintenance (O&M) Support Concept with detailed paragraphs including:

· Harris Help Desk

· DUAT Help Desk

· 2nd Level Engineering Support

· Field Support

· Supply Support

· Operational Support Status Reporting 

· Harris Remote Monitoring and Control

The remainder of this section includes Fault Isolation Diagrams to assist maintainers in identifying faulty LRUs, as well as a Periodic Maintenance XE "Periodic Maintenance"  Schedule.

4.2 Support Concept

Operational and maintenance support for OASIS employs a team effort between Harris, DTC, and the FAA.  Harris owns the OASIS equipment and spares, and is responsible for providing the OASIS service, initial first level maintenance training, and support.  The FAA operates the system, coordinates and performs the field level maintenance, and approves database and software changes or modifications prior to field release.  Harris utilizes the following organizations to support OASIS O&M: 

· Harris and DTC Help Desks

· 2nd Level Engineering Support 

· Harris Remote Monitoring and Control 

· Depot Support including providing spares and expendables

The FAA utilizes the following organizations to accommodate O&M support:

· Airway Transportation System Specialists (ATSS)

· 
· FAA Operations Control Center (OCC)

· AOS-540

The Harris Help Desk supplies O&M support to all OASIS Sites. The OASIS System Maintenance Manual will contain all necessary preventive and corrective maintenance procedures.  Harris will provide all hardware and software maintenance support beyond first-level.

When the Harris Help Desk receives a call or determines that field level maintenance is required during normal working hours (8AM to 5PM, Monday - Friday), the Help Desk will contact the affected AFSS directly.  The AFSS will then notify the OCC when failures are detected at a site.

At all other times, the Help Desk will contact the appropriate FAA OCC when failures are detected at a site.  There are three OCCs.  The OCCs are responsible for dispatching and coordinating the ATSS that perform the field level maintenance for each region.  Figure 4‑1.   illustrates the O&M Support Concept, and the support organizations are described in more detail within the following paragraphs.
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Figure 4‑1.  OASIS O&M Support Concept

4.2.1 Harris Help Desk

The Help Desk provides user support for operational and user-related questions and problems, as well as maintenance support for system problems or equipment failures.  The Harris Help Desk is operated 24 hours a day, 7 days a week.  Upon receiving a call, the Help Desk Operator will open a ticket, log the pertinent information, and resolve or disposition all calls.  Help Desk personnel will typically utilize HP OpenView XE "HP OpenView"  software to perform Remote Monitoring and Control functions when maintenance support or system troubleshooting is necessary.  The more difficult Help Desk calls may be routed to the Harris Weather Product Support Center for 2nd Level Engineering Support.  The Help Desk Operator will contact the site directly.  If Harris detects a problem, the Help Desk will order repair parts from the Harris Depot to be shipped direct to the site, as necessary.  OASIS users can contact the Harris Help Desk by phone.  The current phone number is provided below.

Harris Help Desk:

Phone - 1 (877) 373 0110

4.2.2 Operations Control Center (OCC)
The Atlantic OCC (Atlanta, GA), Mid-States OCC (Olathe, KS), and Pacific OCC (San Diego, CA) – provide 24 hour-a-day operations control with a focus on ensuring NAS infrastructure service delivery, providing, in essence, day-to-day, tactical management of infrastructure services.  Each OCC domain will encompass approximately one-third of the contiguous United Sates.  In addition, the Pacific OCC will provide service for Alaska and Hawaii, and the Atlantic OCC will have similar responsibility for Puerto Rico.  Within these geographical service areas or domains, the OCCs will be responsible for all NAS infrastructure service and system disciplines (e.g., surveillance, communications, navigation, telecommunications), both federal and non-federal.

AF personnel are currently utilizing the OCC and this type of activity should continue for OASIS.  Coordination with the OCC will always be through an OASIS FAA facility representative.

If the event/problem pertains to first level maintenance, site restoration, requires dispatching of personnel, or scheduling of OASIS site activities, the OCC is the first to be contacted.

	4.2.3 DUAT Help Desk

  See Another Document
	The DUAT Service allows pilots, located anywhere in the continental US or Alaska, to quickly and easily receive weather briefings and file or modify flight plans on a 24 hour, 7 days a week basis. To utilize the DUAT Help Service, pilots dial in using the DUAT Modem Line number listed below and refer to DTC’s DUAT Users Guide for detailed user information.  DUAT pilots should contact the DUAT Help Desk for hardware or software technical assistance on the DUAT Service at the phone number provided below. 


DUAT Help Desk:

Phone - 1 (800) 243-3828

Modem Line - 1 (800) 245-3828

4.2.4 2nd Level Engineering Support 

The Harris Weather Product Support Center provides 2nd Level Engineering Support and Software Maintenance for Harris weather products.  The Weather Product Support Center may be contacted through the Harris Help Desk phone as listed above.
2nd Level Support is utilized if a particular problem has arisen that cannot be quickly isolated by the either the Harris Help Desk Operator or the FAA Technician.  The Specialists who operate the Weather Product Support Center possess an in-depth knowledge of the Harris Weather Systems, and have access to the hardware and software development engineers.  This team will work together until the problem is resolved and the system is returned to an operational state.  The Harris Support Specialists may utilize the Remote Dial-up capability to facilitate software maintenance or system troubleshooting, as well as the Harris RM&C capability.  In the event of a natural disaster, or in the rare event that 2nd Level Engineering cannot remotely assist the ATSS to a resolution, the Weather Product Support Center will dispatch a Support Engineer to the AFSS to resolve the problem.  The site visit will be coordinated with the OASIS COTR who will ensure that notification is provided to the Region via the appropriate channels.
Hardware and Software Upgrades

Hardware and software upgrades to the OASIS system that are required during the life of the OASIS program to enhance system performance, support PTRs, resolve reoccurring system problems or to implement new technology  follow normal Configuration Management procedures.  Harris will advise and coordinate all configuration changes through AOS-540.  If a hardware or software change is agreed upon by both Harris and the FAA, Harris will develop and test the modification using the appropriate development team (hardware, software, Unisys or DTC) to ensure that the change yields the desired results.  The proposed hardware or software upgrade will then be forwarded to AOS-540, who will test the changes, approve for site installation, and/or provide specific comments back to Harris for installation or resolution and retest.  Upon mutual approval, Harris will implement the modifications through the 2nd Level Engineering Support organization.  Software upgrades may be disseminated automatically, via the Galaxy satellite, in the same manner as implementing the 56 day upgrades.  Figure 4-2 shows the Hardware and Software Process.  In the case of hardware changes, 2nd Level Engineering Support will also ensure that affected spares are modified as necessary by the Depot.  The Harris Integrated Logistics Support organization will be responsible for updating the affected technical manuals and training materials.  
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Figure 4‑2.  Hardware and Software Process

4.2.5 Field Support

When corrective maintenance or field level fault isolation XE "Fault Isolation"  is required, the Harris Help Desk will contact the affected site directly.   If the Harris Help Desk is unable to resolve the problem, Harris will assign a 2nd Level Support Engineer to assist in fault isolating the system.  Harris will coordinate any remote maintenance actions or site visits with the AFSS.

	  Reference Another Section
	When a faulty LRU is isolated, the ATSS will remove and replace it, and return the defective LRU using the Obtaining and Dispositioning Replaceable Parts procedure within Section 10 (Parts).  Unless otherwise instructed, failed LRUs are returned to the Harris Depot for evaluation and to record failure trends, with the exception of low cost items such as a keyboard or mouse, which are throw-away items.  Defective items should be returned to Harris within 72 hours of replacement.  


4.2.6 Supply Support

	  Reference Another Section
	The OASIS system is 100 percent redundant for critical equipment and typically does not require site spares.  However, in order to provide adequate 24-hour replenishment of critical spares, some sites will possess a minimum inventory of site spares.  Otherwise the replacement spares for critical (redundant) equipment will be shipped from the depot to the OASIS site to arrive within the 24-hour turnaround.  Non-critical spares will be shipped to the OASIS site from the depot to arrive within a 5-day turnaround.  The amount of spares stored at the sites or the Harris Depot, located in Melbourne, Florida, are identified through a spares analysis using a 95 percent confidence level.  The OASIS LRUs are listed by subsystem within the Maintenance Parts List (MPL) in Section 10.


Depot Support

Upon receiving a request from the ATSS, the Harris Help Desk will order the replacement parts from the Harris Depot, which will ship directly to the required site.  The return of all failed LRUs from the field is coordinated through the Harris Depot to properly disposition the field returned LRUs.  The Harris Depot maintains a database to track the serial numbers of all field equipment and its location, as well as the disposition of all failed LRUs (returned to vendor, repaired, discarded, etc.).

Two types of labels are typically found on OASIS equipment.  A Harris Property Label (Figure 4-3) is located on the front of most units (not to the circuit card level), identifying the equipment as Harris Property. 
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Figure 4‑3.  Harris Property Label

A Bar Code label as shown in Figure 4-4, will be attached to all LRUs to track the location of the equipment (Depot, Site Spares Cabinet, Installed at Site XXX).   The Bar Code label contains a unique Bar Code and a readable ID number.  In most cases the label is located on the back of the equipment.  When making a spares request to Harris, maintenance personnel should refer to the readable Bar Code number.  The model and serial number of the faulty unit should also be supplied if it is accessible.  
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Figure 4‑4.  Bar Code Label

Failed LRUs may be shipped directly to the supplier if a vendor warranty is in effect, or returned to the Depot to determine whether it is repairable or should be discarded.  Further detailed information on obtaining, dispositioning and returning parts is covered in Section 10.  Harris maintains a full compliment of replaceable parts at the Harris Depot to ensure that adequate quantities are available to repair failed LRUs.

4.2.7 Operational Support Status and Reporting

Harris will provide status and reporting of OASIS O&M Support activities, trends, and progress in the monthly Program Status Report (PSR),CDRL (Contract Data Requirements List) A002.  These reports will provide as a minimum the following information:

· Operational availability at each site

· Maintenance actions at each site

· Trends/analysis at each site

· Number of Help Desk inquiries and number resolved by Help Desk personnel

· Significant issues with site maintenance, spares, depot, etc.

· Results of any on-site field support provided by the contractor

4.2.8 Remote Monitoring and Control

The Harris OASIS provides remote monitoring and control capability including:

· Local AFSS network monitoring and fault detection

· Remote monitoring and fault detection from the Harris Help Desk

· Easy to use Graphical User Interface

· Constant monitoring of system status nationwide

· Automatic alarms for faults

The Harris Remote Monitoring and Control function utilizes HP OpenView XE "HP OpenView"  software to provide two levels of maintenance support to the OASIS via a toll free 800 number.  HP OpenView utilizes a manager/agent system to monitor the health and status of the OASIS sites nationwide on a 24 by 7 basis.  The agent software, referred to as the Local Network Manager, runs HP OpenView locally at each AFSS to monitor the status of all network-visible devices connected to the site Local Communication Network.  The National System Manager utilizes an HP Workstation running OpenView to monitor and control the agent’s systems at all AFSS sites as illustrated in Figure 4-5.
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Figure 4‑5.  OASIS Two Level Remote Monitoring and Control System

The Harris Support approach includes two National System Managers to support Remote Monitoring and Control, one located at the Help Desk and one utilized by 2nd Level Engineering Support.  The Local Network Manager software (HP OpenView Entry-Level) resides on the backup Flight Data Server XE "Flight Data Server"  at each AFSS and monitors all network-visible devices to ensure that each device is up and running.  The software also checks for a predefined set of thresholds.  The LCN and network-visible devices are represented in OpenView as a map and include the following OASIS equipment:

· Flight Data Servers XE "Flight Data Servers"  and Mirrored Disk Array

· Ethernet Switches

· AFSS Workstations

· NT Servers

· DUAT Access Servers 

· Encryption Boxes 

· Weather Graphics Server

· Network Printers

· OAWS 

A map is a set of related objects, symbols, and submaps that typically provides a graphical and hierarchical presentation of the network and its components.  When a device within the monitored system, hardware or software, is malfunctioning, its graphical representation on the map turns red to indicate a failure.  When a device is exceeding its pre-established thresholds, such as network collisions or CPU utilization, it will display as yellow, indicating a potential problem.  The manager and agent communicate using the Simple Network Management Protocol (SNMP).  Upon a failure or potential problem within the monitored system, HP OpenView has the capability to call the National System Manager running at the Help Desk to display the alarm.  Harris Support Personnel can then make a decision about the appropriate maintenance action.  The Harris Support personnel will typically perform remote dial-in to further fault isolate the problem, reboot a piece of hardware or software, or contact the MCC to dispatch an ATSS to the site.  Maintenance recertification may be required after rebooting certain equipment.  The FAA will determine when recertification is required and perform the necessary procedure(s).

4.3  XE "Periodic Maintenance" Periodic Maintenance

	    Call Harris Help Desk
	Table 4-1, the Periodic Maintenance Schedule, provides a list of suggested cleaning, inspections and maintenance actions and the required frequency of the tasks.  If during the maintenance activity an inspection reveals the equipment to be damaged, unserviceable or otherwise not operating properly, notify the Harris Help Desk immediately for repair or replacement of the component.


When performing any maintenance action always observe all applicable safety precautions for working with live equipment, and do not work within the OASIS Racks or AFSSWS Consoles when alone.  When performing cleaning actions always be mindful of the wires and connections in and around the OASIS equipment.

CAUTION:  Disturbing the wires or connections within the OASIS Racks or around the AFSS Workstations could cause damage to the equipment and/or a disruption in the OASIS Service.  When vacuuming within the AFSS Consoles or OASIS Racks move slowly and carefully with the vacuum so that no connections are disturbed.  Do not perform cleaning tasks on a manned AFSS console.
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WARNING:  The Alternating Current (AC) voltages within this equipment could cause serious injury or death.  To prevent possible injury from electrical shock, follow all applicable safety precautions for working with or around AC circuitry.  Do not work with or around AC circuitry when alone.

Table 4‑1.  Periodic Maintenance Schedule

	Periodic Maintenance
	Maintenance Tasks
	Frequency

	Inspect KU-Band Antenna
	Ensure that the KU-Band Antenna and associated cables are clean and serviceable.
	Quarterly

	Clean and inspect AFSSWSs
	Vacuum rear PC vents, Monitor vents, and the Keyboard.

Clean and inspect the Mouse ball. Clean with isopropyl alcohol, if necessary.

Ensure That the AFSSWS is clean and in clean and serviceable.
	Quarterly

	Clean and inspect the Weather Server equipment.
	Vacuum Server vents front, back and sides and ensure fan is operational.

Vacuum Monitor vents, and the Keyboard.

Clean and inspect the Mouse ball. Clean with isopropyl alcohol, if necessary.

Clean and inspect the rear fan vent on the External Tape Drive.

Ensure Weather Server equipment is clean and serviceable.
	Quarterly

	Clean Heads of Tape Drive
	Perform the Clean Tape Heads procedure within Section 7.0, VWS Subsystem.
	Quarterly or Clean Indicator is flashing

	Clean and inspect Unisys Gateway PC
	Vacuum rear PC vents, Monitor vents, and the Keyboard.

Ensure That the Gateway PC is clean and serviceable.
	Quarterly

	Clean and inspect NT Servers
	Vacuum rear PC vents, Monitor vents, and the Keyboard.

Clean and inspect the Mouse ball. Clean with isopropyl alcohol, if necessary.

Ensure That the NT Servers are clean and serviceable.
	Quarterly

	UPS System XE "UPS System" 
	Clean and inspect the fan and vents. 

Ensure that the UPS Systems are clean and serviceable.  The AC LINE and READY indicators should be lit Green and the ALARM indicator should be Off.
	Quarterly

	Flight Data Servers XE "Flight Data Servers" 
	Vacuum rear vents and ensure fan is operational.
	Quarterly

	Mass Storage System XE "Mass Storage System" 
	Vacuum rear vents and ensure fan is operational.
	Quarterly

	B/W Printer
	Perform the Preventive Maintenance procedures within Sections 6C and 6D, FDS Subsystem Equipment.
	As necessary to maintain print quality

	Color Printer XE "Color Printer" 
	Perform the Preventive Maintenance procedures within Sections 6A and 6B, FDS Subsystem Equipment.
	As necessary when frequent paper jams occur

	UWDS (Comstream) Receiver
	Clean and inspect rear fan vent.
	Quarterly

	HWDS (SDR-54) Receiver
	Clean and inspect rear fan vent.
	Quarterly

	DUAT Access Server
	Clean and inspect top vent and Fan Tray.
	Quarterly

	Weather Router
	Clean vents as necessary.
	Quarterly

	OASIS Racks
	Clean and inspect removable filter in bottom of cabinets.  Inspect fans in top of cabinets for proper operation and clean as necessary.
	Quarterly


4.4 Fault Isolation

This section provides fault isolation information necessary to isolate problems or faulty components at the field level.  The SMM utilizes a three-level fault isolation philosophy for identifying problems and faulty LRUs within the OASIS site equipment as follows:

Top-Level Fault Isolation Flow Diagram - This top-level diagram (Figure 4-6) is the starting point to be used on all problems, and outlines the steps to be performed prior to calling the Harris Help Desk. 

System Data Flow Fault Isolation Diagrams - Utilized for system data flow oriented faults, such as HWDS, UWDS or Flight data problems.  These Fault Isolation Diagrams also reside in this chapter and begins with a general problem statement, such as “HWDS Data Problem” or “UWDS Data Problem”.  This checklist fault isolates to the component level or “Call the Harris Help Desk” for specific situations, such as antenna alignment problems, loss of the NADIN Network or loss of weather data to all sites.  Failures of this nature are typically external to OASIS and would require the site maintenance personnel to contact the Harris Help Desk so that they can assist in coordinating the recovery from this type of problem.

Component Level Fault Isolation Checklists - These checklists will appear within the Testing/Verification section for each assembly or LRU.  These checklists will provide direction toward fault isolating the LRU from the cables, connections and surrounding LRUs, and attempt to determine the status of the LRU as operational or faulty.  This section will provide maintainers with basic troubleshooting techniques for fault isolation and recommended corrective actions.

The Fault Isolation Diagrams and Checklists are designed to isolate to a specific LRU or to provide a list of items to be checked.  The detailed setup, configuration and connection information for failed LRUs and procedural information for repair and verification of the system is provided in the following sections:

· Section 5.0, HACC Subsystem XE "Flight Data Server" 
· Section 6.0, FDS Subsystem

· Section 7.0, VW Subsystem 

· Section 8.0, LCN Subsystem

· Section 9.0, AFSS Subsystem

· Section 10.0  OAWS Subsystem

Refer to the Parts List in Section 11.0 for identification and supply support information on replaceable parts.
NOTE:  The purpose of this section is to aid support personnel in fault isolation of system, component, and software failures.  Many of the problems isolated by following the procedures in this section will be corrected by AF technicians.
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Figure 4‑6.  OASIS Top-Level Fault Isolation Diagram

Upon identifying a problem the Maintenance personnel should review the following Index of Observed Faults (Table 4-2) and locate the closest observed fault within the Table.  Upon locating the observed fault, the Technician can review the indicated Fault Isolation Diagram (Figure 4-7 through Figure 4-15) or complete the corrective action, as specified.  Refer to the Parts List in Section 10.0 for identification and supply support information on replaceable parts.

Assumptions:

If a single Workstation is receiving a specific data type (HWDS, UWDS or Flight), then that data type is being received and processed properly by the site and the problem should be troubleshot as a workstation or network problem.

If a single workstation is unable to receive all data types (HWDS, UWDS or Flight), but other Workstations are OK, the problem should be troubleshot as a workstation problem.

Table 4‑2.  Index of Observed Faults

	Observed Faults
	Corrective Action

	No current Graphical Weather Data (both HWDS & UWDS) to all Workstations (Weather Data Problem)
	#1 - If other Sites are not receiving Weather Data, call the Harris Help Desk.

#2 - If other Sites are receiving Weather Data, refer to the Weather Data Problem Fault Isolation Diagram.

	No current UWDS (Radar) Data to all Workstations, but Workstations are receiving HWDS.  (UWDS Data Problem)
	#1 - If other Sites are not receiving UWDS Data, call the Harris Help Desk.

#2 - If other Sites are receiving UWDS Data, refer to the UWDS Problem Fault Isolation Diagram.

	No current HWDS Data to all Workstations, but Workstations are receiving UWDS. (HWDS Data Problem)
	#1 - If other Sites are not receiving HWDS Data, call the Harris Help Desk.

#2 - If other Sites are receiving HWDS Data, refer to the HWDS Problem Fault Isolation Diagram.

	No current Flight Plan Data or A/N data to all Workstations (Flight Data Problem)
	#1 - If other Sites are not sending/receiving Flight Plan Data, call the Harris Help Desk.

#2 - If other Sites are sending/receiving Flight Plan Data, refer to the Flight Data Problem Fault Isolation Diagram.

	All Workstations are not receiving data or experiencing problems (Network Problem)
	Refer to the Network Problem Fault Isolation Diagram

	A single Workstation cannot receive data or is experiencing problems, but others are OK (Workstation Problem)
	Refer to the Workstation Problem Fault Isolation Diagram
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Figure 4‑7.  Weather Data Problem Fault Isolation Diagram
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Figure 4‑8.  Typical CONUS  VW Subsystem
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Figure 4‑9.  UWDS Problem Fault Isolation XE "Fault Isolation"  Diagram (Sheet 1 of 2).
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Figure 4‑10.  UWDS Problem Fault Isolation Diagram (Sheet 2 of 2).
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Figure 4‑11.  HWDS Problem Fault Isolation XE "Fault Isolation" 

 XE "Fault Isolation" \r "D2HBFault_Isolat19"  Diagram (Sheet 1 of 2).
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Figure 4‑12.  HWDS Problem Fault Isolation Diagram (Sheet 2 of 2).
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Figure 4‑13.  Typical FDS Data Flow Subsystem
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Figure 4‑14.  Flight Data Problem Fault Isolation XE "Fault Isolation" 

 XE "Fault Isolation" \r "D2HBFault_Isolat23"  Diagram (Sheet 1 of 2).
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Figure 4‑15.  Flight Data Problem Fault Isolation Diagram (Sheet 2 of 2).
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Figure 4‑16.  Typical LCN Connection Diagram
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Figure 4‑17.  Network Problem Fault Isolation XE "Fault Isolation"  Diagram.


[image: image19.wmf] 

Check the Network Card at

 

the back of  the WS to see if

 

the Link light  is ON 

 

indicating a good connection

 

to the LCN

 

.

 

WORKSTATI

ON PROBLEM

 

Single Workstation problem,

 

others are OK.

 

Shutdown WIND and WINGS

 

if possible and use the Start

 

Button to reboot the AFSS

 

Workstation.

 

AFSS

 

Workstation

 

OK?

 

NO

 

Can the problem be isolated

 

to the Monitors, Keyboard or

 

Mouse?

 

Monitor

,

 

Keyboard or Mouse

 

problem?

 

NO

 

Fault Isolation

 

Complete

 

Verify System

 

Operations

 

NO

 

Connectivity to the

 

LCN?

 

NO

 

Use the Site Drawing

 

Package to identify the port

 

on the Ethernet Switch, for the

 

problem WS. The Link

 

indicator should be 

 

OF

F

 

 or

 

alternating green and amber

 

indicating a fault.

 

YES

 

Is the

 

problem on both

 

monitors?

 

YES

 

YES

 

YES

 

Suspect the

 

Dual Monitor Card,

 

Remove and replace

 

the Workstation.

 

Remove and replace the

 

single Monitor, Keyboard or

 

Mouse, accordingly

.

 

To page

 

2 of 2

 

A

 

To page

 

2 of 2

 

B

 


Figure 4‑18.  AFSS Workstation Problem Fault Isolation Diagram (Sheet 1 of 2)
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Figure 4‑19.  AFSS Workstation Problem Fault Isolation Diagram (Sheet 2 of 2)
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