2 
Technical Description

2.1 Overview

OASIS is a single integrated COTS/NDI system that provides the capabilities for acquiring and displaying weather graphics products, flight plan processing, emergency services, law enforcement, administrative and supervisory capabilities, flight planning and regulatory information, and system maintenance functions.

At the NAS integration level, all OASIS sites are connected together via the FAA’s NADIN II.  Each operational OASIS site receives A/N weather and aeronautical data from the WMSCR, exchanges flight plan messages with other operational AFSSs and non-NAS sites, and ingests via satellite the UWDS and HWDS data streams.

The OASIS is comprised of the following four subsystems with an additional subsystem (OAWS) at Seattle, WA and Anderson, SC.  

· Flight Data Server XE "Flight Data Server" 

· Vendor Weather 

· Local Communication Network 

· AFSS Workstation

· OAWS Subsystem (Seattle, WA and Anderson, SC only)

This chapter provides the following information for each of the subsystems:

· Top-level subsystem description

· Lists the hardware and software items or applications

· Detailed functional description and data flow for a typical configuration

· Detailed functional description of variations resulting from non-standard (site specific) configurations

Figure 2-1 shows the OASIS Site-Level Architecture and the connections between the major subsystems.  The subsystems communicate via industry-standard interfaces and protocols.
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Figure 2‑1.  OASIS Site Level Architecture

2.2 Flight Data Server Subsystem

The primary task of the FDS Subsystem XE "FDS Subsystem"  depicted in Figure 2-2, is to process flight planning and A/N weather transactions from the networked specialist workstations, remote workstations, and DUAT pilot terminals for DUAT-capable sites.  The FDS handles messages received from, and transmitted to, external sources through the NADIN II interface.  The FDS Subsystem’s secondary tasks, which run on FDS-2, are to record and play back operational data to selected AFSSWSs for training purposes, as well as monitoring the services provided by HP OpenView.

The FDS Subsystem hardware consists of:

· Redundant Hewlett Packard (HP) Servers
· Small Computer Serial Interface (SCSI) or Fibre Channel Disk Array, also called the Mass Storage System.  
· Digital Audio Tape (DAT) Drives Assembly
· AC Power Controller Unit(s)
· Two Uninterruptible Power Supplys (UPS) (only at non-operational sites)

· Black & White Laser Printer

· Color Laser Printer

The FDS hardware utilizes redundant, HP Servers and a SCSI or Fibre based HP Disk Array to create a High Availability Computing Cluster (HACC).  The redundant Servers, configured with fail-over software, are combined with the Mass Storage System using data mirroring, to create a fully redundant, high availability server configuration.  The SCSI and Fibre Channel configurations are illustrated in Figure 2-2 and Figure 2-3.

The redundant servers are connected to each other using a dedicated internal 100Base-T Local Area Network (LAN) that provides the fail-over capability.  MC/ServiceGuard software runs on both Servers and supplies redundancy for the FDS software running on the Primary Server.  The Backup FDS uses the internal 100Base-T LAN to monitor the Primary Server’s hardware and FDS software.  When this “heartbeat” circuit detects a fault, the ServiceGuard software automatically switches control to the Backup Server by terminating any training sessions and restoring the FDS operational software. 

Each FDS contains a front mounted Digital Versatile (or Video) Disc (DVD)-ROM used for expanded storage capability and two front mounted Disk Drives (Drive A1 and Drive B1) that contain the operating system software.  Drive B1 (lower) is the primary drive and Drive A1 (upper) is the secondary drive.

Each FDS also contains up to four internally mounted Central Processing Units (CPUs) for processing power, a Memory Carrier containing two Dual Inline Memory Modules (DIMMs) that contain the Server’s memory chips, two Fast Wide Differential (FWD) SCSI-2 Adapter Cards that support the redundant SCSI paths to the A and B Buses within the Disk Array, a 10/100 Base-T LAN Adapter Card that supports the Ethernet Backbone path to the laser printers, a Guardian Service Processor (GSP) Core I/O Card that provides the connectivity between Server and Maintenance Patch Panel, and a LAN/SCSI Core I/O Card that provides the Heartbeat connectivity to the other Server and the connectivity between the Server and the DAT Drive.  The FDS also contains an internal Single-Ended (SE) SCSI Bus that is used for the Internal Hard Drive, and DVD ROM Drive.  This SE SCSI Bus is accessible through a standard SCSI connector on the Rear Panel, which must be terminated.

The FDSs are connected to the LCN Subsystem using a 10/100Base-T Autosensing Ethernet NIC within each Server.

Enclosed within the Disk Array, also called the Mass Storage System, are two Bus Control Cards (BCCs) and three SCSI Hard Drive modules.  To provide for data redundancy, the data stored on Disk 1 and Disk 2 are mirrored.  Disk 03 is not mirrored and is used to store scenarios for training purposes.
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Figure 2‑2.  Mass Storage System w/SCSI Disk Array
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Figure 2‑3.  Mass Storage System w/Fibre Channel Disk Array

The DAT Drive Assembly is designed for use with the redundant Servers.  Enclosed within the assembly are two SCSI DAT Drives.  DAT Drive 1 is used to load user-preferred software on FDS-1 and DAT Drive 2 is used to load user-preferred software on FDS-2.  The DAT Drives Assembly will also be used to backup critical data.

Up to two AC Power Controller Unit(s) are used to supply AC power to the OASIS rack equipment.  The OASIS System utilizes two different models of the Power Controller Unit dependent on the type of UPS system used at an AFSS.  If the site has a contractor-supplied (Harris) UPS system then a single 30 AMP Power Controller is used.  If the AFSS is using an existing UPS system located within the facility, then a pair of 20 AMP Power Controller Units are used.

The FDS Subsystem also contains two printers that are connected to the Servers via the LCN Subsystem.  The Printers provide local Flight Specialists with the ability to print flight plans in using the Black and White Laser Printer or to print weather graphics in full color, using the Color Laser Printer.

The HACC runs the following software applications:

· Flight Data software

· Training Server Software

· MC/ServiceGuard

· Mirrordisk/UX

· Samba

· HP-UX

· HP OpenView XE "HP OpenView" 
FDS Software

The major software component is the FDS software, which is an NDI software application developed by Data Transformation Corporation (DTC) to process flight plans and A/N weather briefing transactions from the specialist workstations, remote workstations, and DUAT pilot terminals for DUAT-capable sites.  The FDS software also handles messages received from, and transmitted to, external sources through the NADIN II interface.  The FDS software stores flight plans, alphanumeric weather data, alphanumeric aeronautical data and general facility messages in proprietary custom-developed databases that are stored as mirrored copies in the redundant mass storage subsystem.  The HACC runs two copies of the FDS software, one copy on the primary server for live operation and one copy on the backup server for training purposes.  

Training Server Software

The Training Server software, running on the backup server, is an NDI software application that was developed to capture operational data and replay it to selected AFSSWSs for training purposes.

MC/ServiceGuard

MC/ServiceGuard is a COTS application that was developed by HP to group their UNIX Servers together to form the HACC.  MC/Service Guard runs on the two HP UNIX Servers and provides redundancy for the FDS software running on the primary Server by monitoring the server’s hardware and operational software.  When MC/ServiceGuard detects a fault, the software automatically switches to the backup Server by terminating the Training Manager from the FDS software and restoring the operational copy.  The primary Server is gracefully shutdown, and the HP OpenView running on the secondary Server alerts the Site Supervisor and the Harris Help Desk of the fault.  The fail over process from the moment a fault is detected in the primary Server to the point where service has been restored on the secondary Server is less than five minutes.  There is no noticeable performance impact when a site is operating on the secondary Server.  Restoration of service on the primary Server is a manual process that can be scheduled by FAA maintenance personnel to correspond to a period of minimal activity.

Mirrordisk/UX

Mirrordisk/UX is a COTS application that was developed by HP to store critical data in redundant Hard Drive modules on the shared Mass Storage System.  All critical operational data is written to mirrored Hard Drives in the Shared Disk Array.  This technique ensures that a loss of one Hard Drive will not cause the loss of critical operational data.

Samba

Samba is a COTS application that allows the Flight Data Servers XE "Flight Data Servers" 

 XE "Flight Data Servers"  to share critical messages with the AFSSWSs.  

HP‑UX

Running underneath all of these applications is HP’s UNIX operating system, HP‑UX.  It provides the following services to the applications running on the servers: file system access, network communications, processor time, and memory management.  In addition to these services, the HP-UX operating system synchronizes the system’s time to the weather server’s time using the Network Time Protocol (NTP).

HP OpenView

HP OpenView is a COTS network management application that is used to monitor, detect, and report potential faults of network devices within OASIS.  The HP OpenView software will also provide notification of critical system faults to the OASIS Help Desk as part of the Harris Remote Monitoring and Control (RM&C) feature.

This FDS Subsystem configuration is common to all sites excluding the Seattle, WA and Anderson, SC AFSSs.

2.2.1 Seattle, WA FDS Configuration

To support the additional processing load of up to 120 DUAT users, the Seattle AFSS features an upgraded FDS Subsystem.  Each of the two HP Servers (two processors each) is upgraded to ensure that there is no degradation in performance.

2.3 Vendor Weather Subsystem

The VW Subsystem XE "VW Subsystem"  provides each OASIS site with the ability to simultaneously and continuously ingest, process, and store live weather graphic and radar products from external sources to be disseminated to the AFSSWS Subsystem for display.  Both Harris and Unisys operate commercial weather hubs that collect and broadcast weather products via a Galaxy satellite.  With the exception of the Alaskan AFSS’s, the use of a Galaxy satellite allows the following data from both hubs to be received using a single antenna at all OASIS sites:

· UWDS data from the Unisys Weather Hub

· HWDS data from the Harris Weather Hub

· 56-day updates, published FDC NOTAMs, and software upgrades 

The UWDS data stream provides a typical AFSS site with the following radar products:

· 2-kilometer (km) Base Reflectivity Radar Mosaic

· 4-km Base Reflectivity Radar Mosaic

· National Base Reflectivity Radar Mosaic

· Applicable local NEXRAD radar products

The HWDS data stream provides a typical AFSS site with the following weather (WX) products:

· Satellite (GOES East or West)

· Lightning 

· Gridded and Graphic products

· GPS/RAIM data 

· Time synchronization signals

The VW Subsystems for all CONUS sites are similar.  For Alaska, and Seattle, where additional sources of weather data are available, the VW Subsystem is adapted to make use of additional resources.  The following paragraphs discuss different configurations of the VW Subsystem in terms of hardware, software and data flows for a typical AFSS, the Seattle AFSS, the DTC DUAT facility, and the Alaskan AFSSs.

2.3.1 Typical Vendor Weather Configuration

Typical XE "CONUS"  AFSS sites are equipped with a basic VW Subsystem for ingesting, processing and storing live graphical weather data, GPS/RAIM data and time synchronization data from the Galaxy Satellite.  Figure 2-4 shows the typical VW configuration, which consists of the following COTS hardware:

· Satellite Antenna and Low Noise Block (LNB)

· Power Divider

· Comstream Satellite Receiver

· Unisys Gateway PC

· EF Data Satellite Receiver

· Sun Server

The VW Subsystem utilizes a single, Ku-band antenna (satellite dish) to receive both the HWDS and the UWDS data streams from the Galaxy satellite.  The antenna size may vary between 1.8, 2.4 or 3.7 meters dependent upon geographic location and annual precipitation levels.  The HWDS data is received at a 1.024 Mbps data rate from the Harris Weather Hub located in Palm Bay, FL.  The UWDS data is received at a 1.024 Mbps data rate from the Unisys Hub located in Kennett Square, PA.  Each Antenna Assembly contains a LNB/Down converter and some contain deicing circuitry, where necessary.  The LNB/Down converter converts the received Ku band signal to an L-Band RF signal.  The signal is then routed from the antenna through the Power Divider to both satellite receivers.  The LNB/Down converter within the Antenna is powered using a +18VDC bias tee voltage supplied by the Comstream Satellite Receiver or the EF Data Receiver.

The first half of the split L-Band RF signal is connected from the Power Divider to the Comstream Satellite Receiver.  The Comstream Satellite Receiver provides the demodulation and bit synchronization of the UWDS portion of the L-Band RF signal.  From the receiver, the data stream is fed to a Unisys Gateway PC running Unisys WeatherMAX software, which decompresses and performs decryption of the UWDS data stream.  The Unisys Gateway PC is used to extract and process the WSR-88D radar and radar mosaic products prior to passing them to the Weather Graphics Server via a 100-Mbps LAN.

The second half of the split L-Band RF signal is connected from the Power Divider to the EF Data Satellite Receiver.  The EF Data Receiver provides the demodulation and bit synchronization of the HWDS portion of the L-Band RF signal. From the Receiver, the HWDS data is fed directly to the Weather Graphics Server where the required weather products can be extracted and processed or stored, as necessary.
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Figure 2‑4.  Typical VW Subsystem Configuration

The Weather Graphics Server is a Sun Server that features dual CPUs, a Compact Disc-Read-Only-Memory (CD-ROM) Drive, an internal tape drive, and two Internal Hard Drives.  A Performance Technology Serial Input/Output (I/O) Card is installed within the Server to receive the HWDS data using a 1.024 Mbps/RS-449 interface, while the UWDS data comes in through the standard 100Base-T port resident on the Sun motherboard.  For distribution of the Weather Products, the Weather Graphics Server is equipped with a 10/100Base-T, Ethernet NIC that connects to the 24-Port Ethernet Switches within the LCN.
The Weather Graphics Server runs the following software applications:

· Next Generation X-Windows Real-Time Environmental Application Program (neX-REAP) 

· Download Server

· Samba

· Solaris

neX-REAP

The Weather Graphics Server, running Harris neX-REAP software, acts as an ingest/database processor for the retrieval and storage of raw weather data, imagery and information from the two data streams.  The Weather Graphics Server ingests and processes the raw weather data into useful weather products and stores them into the appropriate databases for distribution.  

Download Server

The Download Server software is used to distribute the weather graphics products generated by the neX-REAP application to the AFSSWS Subsystem.  

Samba

Samba is a COTS application that allows the AFSSWS to communicate with the Weather Graphics Server through the LCN Subsystem. 

Solaris

Solaris is the Sun UNIX Operating System (OS) that provides the applications running on the Weather Graphics Server with the following services:  file system access, network communications, processor time, and memory management.  In addition to these services, the Weather Graphics Server utilizes the Solaris OS to act as a time  server from which the other subsystems synchronize their internal system clocks, using the NTP. 

2.3.2 Seattle, WA VW Configuration

The Seattle AFSS XE "Seattle AFSS"  builds upon the typical VW configuration but uses a dual configuration, as shown in Figure 2-5, to support the following additional loads:

· Up to 120 DUAT dial-up users 

· Processing Alaskan Weather Data  

· Processing radar data from all CONUS NEXRAD sites for Weather Backup Mode

The Seattle AFSS uses an upgraded VW Subsystem that consists of the following COTS hardware:

· 3.7 meter Satellite Antenna with LNB/Down converter

· 4-Way Power Divider

· Two Comstream Satellite Receivers

· Two Unisys Gateway PCs

· Two EF Data Satellite Receivers

· Two Sun Servers

Within the antenna, the two data streams (UWDS and HWDS) are received and down converted to a L-Band RF signal in the same manner as in the typical VW configuration.  However, to support a second feed for the redundant hardware, the antenna output is routed to a 4-Way Power Divider as shown in Figure 2-5.  The 4‑Way Power Divider supplies a L-Band RF signal to the redundant Comstream Satellite Receiver, and EF Data Receivers without interfering with the bias tee voltage being passed back to the antenna.  The remaining hardware data flow for each of the two redundant VW Subsystems matches that of the typical configuration. 
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Figure 2‑5.   Seattle VW Subsystem Configuration

The Seattle Weather Graphics Servers are not upgraded with additional processors or hard drives.  The Seattle VW Subsystem runs the same set of software applications as a typical VW Subsystem.

The Alaskan Weather Data (AWD) is brought down to the Seattle ARTCC and the three Alaskan AFSSs (Kenai, Juneau, Fairbanks), from the OASIS Weather Graphics Server at the ZAN ARTCC, via the FAA’s ANICS network.  As shown in 
Figure 2-6, a Government Furnished Equipment (GFE) 56-Kbps dedicated land line from the Seattle ARTCC is used to transfer the AWD to a Cisco Router within the LCN Subsystem at the Seattle AFSS. 
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Figure 2‑6.  Seattle AFSS’s Alaskan Weather Ingest

2.3.3 DTC DUAT Facility VW Configuration

The VW Subsystem for the DTC DUAT Facility has the same hardware and software components, and redundancy, as the Seattle VW Subsystem.  The only difference is that DTC’s VW Subsystem does not ingest and process the AWD, thus its LCN Subsystem does not contain the dedicated land line or additional Weather (Cisco) Router.

2.3.4 Alaskan Weather Configuration and ZAN ARTCC

Receiving and disseminating OASIS weather products within the Alaskan arena varies from the typical configuration in several ways.  The three Alaskan AFSSs (Kenai, Juneau and Fairbanks), receive their weather products from a central OASIS Weather Subsystem located in the ZAN ARTCC.  These products include:

· Harris Weather Data Service

· NEXRAD Radar and Radar Mosaic data

· Bureau of Land Management (BLM) Lightning data

· High Resolution Picture Transmission (HRPT) Ingest Processing  Subsystem (HIPS) Polar Orbiter Satellite data

OASIS utilizes the FAA’s ANICS Network for communications between the ZAN ARTCC and the three Alaskan AFSSs.  As shown in Figure 2-7, the ZAN ARTCC also sends (via the ANICS Network), a set of AWD down to the Seattle AFSS.  
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Figure 2‑7.  Weather Products Distributed from the ZAN ARTCC

Anchorage (ZAN) ARTCC

The OASIS Weather Subsystem at the ZAN ARTCC acts as a central VW Subsystem for the Kenai, Juneau and Fairbanks AFSSs, thus eliminating the need for VW Subsystems at each of the three AFSSs.  Instead, the LCN Subsystem at each AFSS is enhanced with additional hardware and software components to retrieve the weather products sent from the ZAN ARTCC.  The OASIS Weather Subsystem at the ZAN ARTCC consists of the following equipment:

· EF Data SDR-54 Satellite Receiver

· 8-Port LAN Hub

· Four Cisco Routers

· Sun Server

· NT Servers

At the ZAN ARTCC, the HWDS data feed from the Weather and Radar Processor (WARP) Antenna is split to create an HWDS OASIS tap for the OASIS Vendor Weather Subsystem. XE "Vendor Weather Subsystem" 

 XE "Vendor Weather Subsystem"   As shown in Figure 2-8, the L-Band RF signal from the OASIS is fed to the EF Data Receiver within the OASIS VW Subsystem for demodulation and bit synchronization.  From the receiver, the HWDS data is fed directly to the Weather Graphics Server (WGS), where the required weather products can be extracted and processed or stored, as necessary.

A second OASIS tap is used to acquire the HIPS Satellite data, BLM Lightning data, individual NEXRAD Radar and Radar Mosaic data for the OASIS WGS.  This OASIS tap uses a 10B-T connection plugged directly into the internal LAN Hub within the WARP Rack.  The OASIS WGS uses basically the same hardware and software as a typical WGS.  The weather data is processed and stored by the OASIS WGS into weather graphics products for distribution to the Alaskan AFSSs.  The weather graphic products are supplied to ANICS Demarc via the three dedicated 256Kbps lines (cables), then uplinked over the ANICS network to the 3 Alaskan AFSSs.
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Figure 2‑8.  OASIS VW Subsystem at the ZAN ARTCC

Alaskan AFSS Site Configuration

The three Alaskan AFSSs, Kenai, Juneau and Fairbanks, do not use a VW Subsystem.  The LCN Subsystems at each site are enhanced with additional hardware and software components to retrieve weather products from the ZAN ARTCC.  Figure 2-9 shows the flow of weather data from the OASIS WGS via the FAA’s ANICS Network to the LCN at each Alaskan AFSS XE "Alaskan AFSS" .  The retrieved weather products are then distributed to the AFSSWS Subsystem.

The LCN Subsystems at the three Alaskan AFSSs are augmented with a pair of Cisco Routers to interface with the ANICS Network to retrieve weather products from the ZAN ARTCC.  In addition to the software applications that typically run on a secondary NT Server, a Download Client application is resident to retrieve products from the ZAN WGS to the local hard drive at the AFSS.  The NT Server also runs a Download Server application that distributes these products to the workstations within the AFSSWS Subsystem.  The second additional Cisco Router also allows the AFSS sites to have dedicated communications links with the fourteen permanent Alaskan FSSs.  See the Alaskan LCN Configuration for more detail on the hardware, software, and data flow within the LCN Subsystem.
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Figure 2‑9.  Alaskan AFSS Weather Configuration

2.4 Local Communication Network Subsystem XE "Local Communication Network Subsystem" 
The LCN Subsystem XE "LCN Subsystem"  provides an internal LAN which links the VW, FDS and AFSSWS Subsystems together, as well as providing external communication with the NADIN II, Remote AFSSWSs, and for DUAT sites, the DUAT Pilot dial-up access.  In addition to providing internal and external communication links, the LCN Subsystem also functions as the domain controller for the AFSS Workstations.  The LCN Subsystem provides services such as centralized password and IP address management and the acquisition of weather products when in the Weather Backup mode.  As depicted in Figure 2-10, the LCN Subsystem for a typical AFSS consists of the following hardware:

· From three to four 24-Port Cisco Ethernet Switches

· Category-5 / RJ-45 Patch Panel

· Two NT Servers

· Two Encryption Boxes

· Two Remote Access Servers

· Maintenance Patch Panel

· A/B Switch

At the core of the LCN Subsystem is a high-speed, fault-tolerant backbone consisting of three to four 24-Port Cisco Ethernet Switches.  Each Ethernet Switch contains twenty four 10/100Base-T, auto-sensing ports.  In keeping with the redundant architecture of the OASIS, each of the two Flight Data Servers is connected to the Ethernet Switches at 100-Mbps.  As shown in the LCN Architecture Diagram, the three or four switches are daisy-chained together with a loop-back to the first switch via 100-Mbps lines.  The connections to the two NT Servers and the Weather Graphics Server within the VW Subsystem are also via 100-Mbps lines, while the connections to the two Remote Access Servers are only 10-Mbps.  Data is encrypted/decrypted as it passes through the encryption boxes.
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	Figure 2‑10.  LCN Subsystem Hardware Architecture

  Reference Another Section
	The LCN also contains a Category-5/RJ-45 (Cat-5) Patch Panel installed in back of Rack 101.  This Cat-5 Patch Panel enables maintenance personnel to jumper out a faulty Ethernet Switch or a single Ethernet Port using spare Ports from the remaining "operational" Ethernet Switches.  By utilizing the Cat-5 Patch Panel a maintainer can quickly recover from a Switch or Port failure and have the Site operational while the spare Switch is being located and installed, thus having a minimal impact on Site operations.  For specific information on jumpering out faulty Switches or Ports using the Cat-5 Patch Panel refer to the Ethernet Switch/Cat-5 Patch Panel section within Chapter 8 (LCN Subsystem).


The two Remote Access Servers are COTS Cisco Routers that interface the LCN Subsystem with the Government telephone network to provide each site with the following dial-in/out services:

· Three dial-in lines for Remote AFSS Workstation access at a typical AFSS 

· One dial-out line to DUAT Sites for Weather Backup Mode

· Two line for RM & C and system access by the Harris Help Desk

The two encryption boxes encrypt/decrypt data for security purposes.  The NT Server uses the same basic PC hardware as an AFSS Workstation with the exception of a COTS X.25 Router Card.  The NT Server running through the internal LAN provides the domain controller for the AFSS Workstations.  The X.25 Router Card resides within each NT Server and provides an external interface to NADIN II.

The X.25 Router Card is connected to a GFE Leased Interfacility NAS Communications System (LINCS) Switch, which provides a 56-Kbps line to the NADIN II.  It is through the NADIN Network that the OASIS systems are connected together, nation-wide.  

The NT Servers utilize the maintenance Patch Panel to hyperterminal to different system devices for maintenance.  The NT Servers also utilize the A/B switch to interface to NADIN.

The NT Server runs the following software applications:

· Message Router (OWLG)

· WIND Download Server

· WIND Download Client

· Download Software Client

· Training Manager Software

· WINGS

· WIND

· OARR

· FIRE

· GPS/RAIM

Message Router [OASIS WAN/LAN Gateway (OWLG)

The Message Router software is an NDI application that was developed by Harris to route flight plan transactions, A/N weather, and aeronautical data between the local OASIS site and other NAS and non‑NAS sites via the NADIN II XE "NADIN II"  interface.

WIND Download Server

The Download Server disseminates weather graphics to the AFSS workstations XE "AFSS Workstation" \r "D2HBAFSS_Worksta8"  while in the weather backup mode.

WIND Download Client

The Download Client receives weather graphics from Seattle, WA, or the DTC XE "DUAT"  site while in the weather backup XE "Weather Backup"  mode, and then forwards this weather to the Download Server.  The WIND Download Client can also receive weather graphics from the VWS XE "Vendor Weather Subsystem"  during normal operations when WIND is displayed on the NT.

Download Software Client

The Download Software Client was developed by Harris to enable the download of other applications from the Weather Graphics Server (WGS). 

Training Manager Software

The Training Manager software is an NDI component that initiates and terminates capture XE "Capture"  and replay of weather data, builds flight and weather messages, transmits messages to the Flight Data Server interactively, and transmits scripts of messages.

WINGS

WINGS is a COTS component that runs on an AFSS workstation to provide a GUI Windows interface to perform flight planning and weather briefing functions.

WIND

WIND is a COTS/NDI component that provides Weather Graphic displays.

OARR

The OASIS Alphanumeric Restoral Request (OARR) software restores WMSCR data from an OAWS to the requesting site.

FIRE

The FIRE application runs on the NT Servers and writes back up flight plan data to the Flash Readers connected to NT Server 1 and NT Server 2.

GPS/RAIM

The GPS/RAIM application forecasts availability of satellites at a particular airport or LOCID at a particular time.  Adequate satellite coverage is required for a GPS instrument approach and landing

The NT Server runs the following Support software:

· EICON Services

· 3Com Total Control Manager (Seattle and DTC only)

· eXceed 

· Anti-virus

· DebugView

EICON Services

EICON Services is a COTS application programming interface software package that provides low‑level X.25 communication services to the Message Router application to support NADIN II communication.

3Com XE "3Com"  Total Control Manager (Seattle & DTC only)

3Com’s COTS Simple Network Management Protocol (SNMP) device management software is used to support DUAT.

eXceed (X‑Window Emulation)

eXceed software for Windows allows the WINGS workstation PCs to function as X‑Window terminal emulators.  The operator is able to display graphical UNIX‑based applications from within the PC Windows environment by using Transmission Control Protocol/Internet Protocol (TCP/IP) network transport software.  eXceed launches X applications resident on the FDS, such as OpenView, for remote maintenance XE "Maintenance"  monitoring.  This software executes on the AFSS Workstation but is loaded on the NT Server.

Anti-virus

The Anti-virus program searches the hard disks on the NT Servers for viruses and removes any that are found.

DebugView

This tool captures diagnostic information from other Server applications such as OWLG, OARR, and FIRE.

The NT Server runs the following operating system (OS) software:

· Windows 2000 Server

Windows 2000 Server

Windows 2000 Server is a COTS component that provides the following services:

· File system access

· Network communications services

· Processor time management

· Memory management

· Centralized access control (user ID and password) management

· Text Editor

All AFSS sites share the same basic LCN Subsystem described above.  Seattle, DTC and the Alaskan AFSS sites feature additional hardware described in the following sections.

2.4.1 Seattle, WA LCN Configuration

As Shown in Figure 2-11, the Seattle AFSS XE "Seattle AFSS" 's LCN Subsystem XE "LCN Subsystem"  contains additional hardware that is added to the core LCN Subsystem to support 120 DUAT dial-up connections and to ingest Alaskan weather data shipped down from ZAN ARTCC.

[image: image11.png]>

FLIGHT DATA SERVER VEnggY‘g$2;||;ER
SUBSYSTEMS (Redundant
(4 CPUs) Weather Equipment)

<

_-_-_-_-q

. LOCAL COMMUNICATION NETWORK SUBSYSTEM LEGEND 1
| 10BASE-T |
I |_ ETHERNET |fuud ETHERNET fuud ETHERNET fud ETHERNET I mem= 100BASE-T |1
| SWITCH 1 SWITCH 2 SWITCH 3 SWITCH 4 ---- ¥VEAL'::0 I
' \ 4 | | | | v - =
1| CATEGORY-5/RJ-45 PATCH PANEL s
A A
| FLASH CARD I
1 |encryPTION nencen | [F-ASH CARD ENCRYPTION | 4
| BOX _ _ BOX I
| 3 WEATHER DUAT NT A/B NT DUAT : 1
| RAS 1 ROUTER | | SERVER 1| | SERVER 1 SWITCH SERVER 2 SERVER 2 rasz |y
I 56 Kbps 56 Kbps v I
DUAT PILOTS
REMOTE AFSSWS — AFSSWS
DIAL-UP LINES LINCS |e— OAWS |« REMOTE AFSSWS
WX BACKUP ( ) SUBSYSTEM SUBSYSTEM HARRIS HELP DESK
HARRIS HELP DESK 3
Qﬁiﬁg | DUAT PILOTS
| -
DATA Y (DIAL-UP LINES)

NADIN I 12/23/03

VIA LOCAL ARTCC

1608-068¢




Figure 2‑11.  Seattle LCN Configuration

The additional hardware components are:

· Two DUAT Access Servers

· A WX Router

The DUAT Servers are 3Com Total Control Hub access servers that provide the Seattle AFSS with 120 DUAT dial-up interfaces.  The two DUAT Access Servers make use of up to six channelized T1 lines from the telephone services to provide up to 120 dial-up lines, although the current configuration as shown in Figure 2-12, is currently using four.  Each DUAT Server consists of a Total Control Server chassis populated with three 24-modem/T1 Digital Signal Processor (DSP) Card Sets and a single Router Card Set.  Each DSP Card Set contains a Network Application Card (NAC) and a NIC, which combine to provide a 24-modem/T1 interface.  The Router Card Set contains a 10/100Base-T Ethernet NIC to provide access to the OASIS LCN.

To bring in the Alaska Weather Data, a Cisco 1601 Weather Router is added to interface with a GFE dedicated 56 Kbps land-line coming from the Seattle ARTCC's ANICS earth station.
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Figure 2‑12.  Seattle Comm. Line Utilization

2.4.2 DTC LCN Configuration (DUAT Facility)

The LCN Subsystem XE "LCN Subsystem"  for the DTC DUAT Facility consists of the same core Fast Ethernet backbone as a typical LCN configuration, but uses five DUAT Access Servers to support 120 DUAT users.

The DTC site will utilize the four existing DUAT (Primary Access) Servers it has currently supporting DUAT users.  This site also uses two Total Control Hubs populated with DSP Card Sets to provide 72 additional DUAT channels and 24 TELCO lines for Phone, Fax, Weather Backup and RM&C.  The Total Control Hub also contains a Router Card Set which provides an Ethernet connection to the OASIS LCN.

2.4.3 Alaskan LCN Configuration

With the exception of the three Alaskan AFSSs, all OASIS sites ingest Vendor Weather graphics products via their respective satellite antennas.  However, in the Alaskan configuration, radar, lightning, and weather graphics products are received from the OASIS Weather Graphics Server located at ZAN ARTCC.  

For the three Alaskan AFSSs (Kenai, Juneau and Fairbanks), the basic LCN Subsystem is augmented with a pair of Cisco Routers to interface with the ANICS network to retrieve weather products from the ZAN ARTCC.  

In addition to the software applications that typically run on a secondary NT Server, a Download Client application is resident to retrieve products from the ZAN Weather Graphics Server to the local (Alaska) hard drive.  The NT Server also runs a Download Server application that distributes these products to the workstations in the AFSSWS Subsystem.  Figure 2-13 shows the Alaskan AFSS LCN Subsystem.

[image: image13.png]—>

FLIGHT DATA SERVER
SUBSYSTEM

VENDOR WEATHER
SUBSYSTEM

<

r-_-_ ] EIIE B IS B IS B IS B I B IS B D B IS B DS B DS B B B B B DS B S BN BEE B .
LOCAL COMMUNICATION NETWORK SUBSYSTEM LEGEND
10BASE-T
| ETHERNET lusl ETHERNET |l ETHERNET fed ETHERNET I memm  100BASE-T
SWITCH 1 SWITCH 2 SWITCH 3 SWITCH 4 ---- WAN
I I I I —— TELCO
| CATEGORY-5/RJ-45 PATCH PANEL |
A A A
ENCRYPTION FLASH CARD FLASH CARD ENCRYPTION
BOX READER READER BOX
Il ' ' Il
NT AB NT ROUTER 2
RAS 1 ROUTER 1 SERVER 1 SWITCH SERVER 2 RAS 2
56 Kbps
Y v
REMOTE
REMOTE AFSSWS LINCS AFSSWS FSSs REMOTE AFSSWS
WX BACKUP SUBSYSTEM HARRIS HELP DESK
HARRIS HELP DESK A
WEATHER DATA I
FROM ZAN ARTCC Y
NADIN II

VIA LOCAL ARTCC

12/2/03
1608-069a




Figure 2‑13.  Alaskan LCN Configuration

2.4.4 Weather Backup Mode of Operation

Each AFSS site has the capability to operate in the weather backup mode when its primary source of weather data (the local WGS) has failed or cannot be accessed.  Once the local WGS has failed or cannot be accessed each AFSS Workstation that is requesting weather products to display, will automatically switch to its secondary source of weather products, which is the Backup NT Server (NT-2) as shown in Figure 2-14. 

NOTE:  For Weather Backup Mode to operate, NT-2 must be up and running so that the operations specialist can receive the weather products requested at the AFSSWSs.

Upon receiving requests for weather products, NT-2 will initiate Weather Backup Mode by utilizing a RAS to dial out to Seattle, WA or to the DTC Weather Graphic Server.   In this mode, NT-2 will receive weather products which are manually requested by operations personnel, using the Download Client software, and store them on its Hard Drive.  Using the WIND application running on the Backup NT Server, the AT Supervisor will determine the subset of products to be downloaded onto the NT-2 hard drive.  The Download Server software that supplies the weather products to the requesting AFSS Workstations should continually remain running on the Backup NT Server.

NOTE: Closing Download Server will disable Weather Backup Mode.
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Figure 2‑14.  Weather Backup Mode of Operation

2.5 AFSS Workstation Subsystem

	  See Another Document
	The AFSS Workstation Subsystem validates the logging in of flight specialists using the Windows NT domain controller, and provides the specialists with a user-friendly GUI to perform weather briefings and flight planning functions.  For further information on using the WIND or WINGs software, refer to the WINGS System User’s Guide.


The AFSS Workstation Subsystem includes the “Extended Capability Workstation” (ECWS).  The ECWS provides additional hardware and software to accomplish scanning and CD burning functions.

Both local and remote AFSS Workstations use a PC and a hard drive.  The workstations utilize a Dual Monitor Graphics Card to support two color monitors.  The Workstation uses an Ethernet Interface Card to communicate to the Flight Data Server and Weather Graphics Server, via the Ethernet Switches within the LCN.  OASIS utilizes a Microsoft Windows-based PC workstation at each specialist position, as shown in Figure 2-15.
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Figure 2‑15.  AFSS Workstation Hardware Architecture

Each workstation runs the following  XE "Remote workstation" \r "D2HBRemote_works10" Applications:

· WINGS

· WIND

· WIND Download Client

· Training Manager

· GPS/RAIM

WINGS

WINGS is a COTS component that runs on an AFSS workstation to provide a GUI Windows interface to perform flight planning and weather briefing functions.

WIND

WIND is a COTS/NDI component that provides Weather Graphic displays.

WIND Download XE "Download" \r "D2HBDownload10"  Client

WIND Download Client is a COTS/NDI component that receives weather graphics from the WIND Download Server.

Training Manager

The Training Manager software is an NDI component that initiates and terminates capture XE "Capture"  and replay of weather data, builds flight and weather messages, transmits messages to the Flight Data Server interactively, and transmits scripts of messages

GPS/RAIM

The GPS/RAIM application forecasts availability of satellites at a particular airport or LOCID at a particular time.  Adequate satellite coverage is required for a GPS instrument approach and landing

Each workstation runs the following Support  XE "Remote workstation" \r "D2HBRemote_works10" software:

· eXceed

· Anti-virus

eXceed (X‑Window Emulation)

eXceed software for Windows allows the WINGS workstation PCs to function as X‑Window terminal emulators.  The operator is able to display graphical UNIX‑based applications from within the PC Windows environment by using Transmission Control Protocol/Internet Protocol (TCP/IP) network transport software.  eXceed launches X applications resident on the FDS, such as OpenView, for remote maintenance XE "Maintenance"  monitoring.  This software executes on the AFSS Workstation but is loaded on the NT Server.

 Anti-virus

The Anti-virus program searches the hard disks on the workstation for viruses and removes any that are found.

Each workstation runs the following OS software:

· Windows XP

Windows XP 

Windows is a COTS component that provides the following services:

· File System Access

· Network communication services

· Processor time manager

· Memory management

· Text Editor

Windows is a COTS operating system developed by Microsoft and is used to provide applications with the following services: file system access, network communications, processor time, and memory management.  OASIS provides the capability to allow a user to login to any of the site Workstations.  Functional capability for the user is controlled by the user login and functional assignment.  The AFSSWSs are additionally configurable as training workstations.

Remote AFSS Workstations utilize the same hardware and software components as an AFSS Workstation at a site with the exception of the interface to the Remote Access Server within the LCN.

2.6 OASIS Alphanumeric Weather Server (OAWS)

The OAWS is installed at Seattle and Anderson AFSSs and uses the same hardware configuration as an AFSS workstation, except OAWS is installed with a 17” monitor instead of a 19” flat-panel monitor.  Its primary purpose is to provide access and the capability to transfer alphanumeric weather products from the WMSCR system to other AFSSs in need of such support.  WMSCR is a NAS system which provides OASIS with the capability to acquire A/N weather data, Notice to Airmen, and Pilot Reports from FAA and non-FAA sources.

The OAWS uses a PC running Windows XP with two Hard Drives, a CD ROM Drive, and an X.25 Router card.  The X.25 Router Card is connected to a GFE Leased Interfacility NAS Communications System (LINCS) Switch, which provides a 56-Kbps line to NADIN II.  It is through NADIN that the OASIS systems are connected together, nation-wide.  

The OAWS runs the following software applications:

· OASIS Alphanumeric Weather Server (OAWS)

· OASIS Alphanumeric Restoral Request (OARR)

· Download Software Client

OAWS

The OAWS software captures WMSCR data and distributes it to OASIS or OAWS sites upon request.

OARR

The OASIS Alphanumeric Restoral Request (OARR) software restores WMSCR data from an OAWS to the requesting site.

Download Software Client

The Download Software Client was developed by Harris to enable the download of other applications from the Weather Graphics Server (WGS).

The OAWS runs the following Support COTS software:

·  EICON Services

· Anti-virus 

· DebugView 

EICON Services

EICON Services is a COTS application programming interface software package that provides low‑level X.25 communication services to the Message Router application to support NADIN II communication.

Anti-virus

The Anti-virus program searches the hard disks on the workstation for viruses and removes any that are found.

DebugView

This tool captures diagnostic information from other Server applications such as OWLG, OARR, and FIRE.

The OAWS runs the following OS COTS software:

· Windows XP

Windows XP

Windows is a COTS component that provides the following services:

· File System Access

· Network communication services

· Processor time manager

· Memory management

· Text Editor

2.7 External Interfaces

2.7.1 Overview

Nationally, the OASIS system exchanges data with many external systems.  Each of the external systems that communicate to/from OASIS represents a virtual external interface to OASIS, as shown in Figure 2-16. 

Although there are many virtual external interfaces to OASIS, each typical OASIS site contains only three possible physical access points or physical external interfaces.  The three physical interfaces at a typical AFSS are:

· NADIN II Interface

· Vendor Weather Interface

· Remote Access Server Interface

The DUAT Sites (Seattle and DTC), as well as the Alaska configurations have additional, site specific, physical interfaces at their respective AFSSs, as follows:

· DUAT Interface (Seattle, WA and DTC)

· ANICS Interface (Alaska)

Each of the many virtual interfaces must access an AFSS locally via one of the three physical interfaces.  The External Interface section is divided into the following three paragraphs:

· Overview  -  provides a top-level overview of the External Interface chapter and the gathering of  virtual interfaces into the five actual physical interfaces. 

· Virtual Interfaces  -  identifies and describes each of the external system interfaces to a typical OASIS AFSS.  Each system interface to OASIS is considered a virtual interface but many virtual interfaces may use a common physical interface, such as NADIN II.

· Physical Interfaces  -  describes the typical and site specific physical interfaces to an OASIS site.
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Figure 2‑16.  OASIS Virtual External Interfaces 

2.8 Virtual Interfaces Descriptions

The following paragraphs describe each virtual external interface shown above in Figure 2-17, OASIS Virtual External Interfaces.  The virtual interfaces are grouped by their physical interfaces to OASIS.

2.8.1 NADIN II Virtual Interfaces

As shown in Figure 2-17, the OASIS communicates with some external systems via the NADIN II physical interface exclusively and some use NADIN I and NADIN II.  The following paragraphs discuss the virtual interfaces that access the OASIS system via the NADIN II physical interface.
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Figure 2‑17.  NADIN II Virtual Interfaces

WMSCR

WMSCR is a NAS system which provides OASIS with the capability to acquire A/N weather data , Notice to Airmen and Pilot Reports  data from FAA and non-FAA sources.

CNS

The Consolidated NOTAM Systems (CNS) are NAS systems which provide OASIS with the capability to acquire military, international and domestic NOTAM messages.

WARP (Future)

The Weather And Radar Processor Interface is a NAS interface that will provide OASIS with the capability to acquire radar, satellite, lightning and gridded graphic data from WARP sites via NADIN II.

DUAT Service

The DUAT Service interface provides OASIS sites with Flight Plan and Search And Rescue (SAR) messages from the legacy DUAT services via NADIN II.  This interface is required during the transition period as M1FC AFSS sites are transitioned to OASIS AFSS sites, and until the General Telephone and Electronics (GTE) and DTC DUAT Vendor Services are discontinued.  The OASIS AFSS sites will receive flight planning messages from the DUAT service vendors, DTC and GTE.  The connectivity between OASIS and the DUAT vendors is provided by NADIN II.

DAICC (non-NAS)

The Domestic Air Interdiction Coordination Center (DAICC) is a non-NAS system. OASIS provides a copy of all Service B and Law Enforcement contact messages to the DAICC.  The connectivity between OASIS and the DAICC is provided by NADIN II.

OAWS (Seattle, WA and Anderson, SC only)

Provides an OASIS site with the capability to request and receive a restoral of their alphanumeric weather database following a system or an interface outage.

2.8.2 NADIN II / NADIN I Virtual Interfaces

The OASIS communicates some external systems via the NADIN II physical interface exclusively and some use NADIN I and NADIN II.  The following paragraphs discuss the virtual interfaces that access the OASIS system via the NADIN II physical interface:

As shown in Figure 2-18, OASIS communicates with some external systems using the NADIN II and NADIN I.  The following paragraphs discuss the virtual interfaces that access the OASIS system via both NADIN I and NADIN II.
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Figure 2‑18.  NADIN II / NADIN I Virtual Interfaces

ATC Host

This interface is used to exchange flight-related data between an OASIS AFSS and the Air Traffic Control (ATC) Host Computer System (HCS) in the ARTCC.  The OASIS interfaces with the ATC Hosts to exchange flight plan information to the responsible ARTCCs.  The data exchange is primarily flight plan information flowing from OASIS to the ATC Host with predominately message receipt acknowledgments and administrative type messages being received at the OASIS sites.  The connectivity between OASIS and ATC Host is provided via NADIN I and NADIN II.

FSS

The FSS interface provides for the exchange of administrative messages with Flight Service Stations.

M1FC

The M1FC interface provides for the exchange of aeronautical and flight data messages with the legacy M1FC in order that OASIS and M1FC maintain a current and complete database for its AFSS area of responsibility.  This interface is required only during the transition period as M1FC AFSS sites are transitioned to OASIS AFSS sites.  The connectivity between OASIS and M1FC is provided via NADIN II and NADIN I.

Non NAS Systems

The Non NAS Systems interface provides a means to exchange aeronautical and flight data messages between the OASIS Flight Data software and the following external users:

· El Paso Intelligence Center (EPIC)

· Foreign Air Traffic Control facilities, including those of the Mexican and Canadian authorities

· Military Base Operations (MBO)

· North American Air Defense Command (NORAD)

· Domestic Air Interdiction Coordination Center (DAICC)
(NADIN II only)

The connectivity between OASIS and the external users is provided via NADIN II and NADIN I.

2.8.3 ANICS

The Alaska NAS Interfacility Communication System interface provides Weather Products from the WARP system located at the ZAN ARTCC to the Alaskan AFSSs as shown in Figure 2-19.  The ZAN ARTCC also sends (via the ANICS Network), a set of AWD to the Seattle AFSS. 
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Figure 2‑19.  ANICS Data Flow

2.8.4 Vendor Weather Data

This external interface provides each site with the capability to receive vendor-supplied weather data from both Harris and Unisys operated commercial weather hubs.  Using a single KU-Band antenna at each AFSS, this interface receives, via satellite, the following data from the Harris and Unisys Weather Hubs:

· Harris Weather Data Service that includes GOES East and West imagery, Lightning data from the National Lightning Data Network, and National Weather Service Family of Services data.

· The Harris Hub also provides, within the merged transmission, GPS/ RAIM data, time synchronization data for the AFSS processors, and the vendor-verified 56-day database-update information.

· Unisys Weather Data Service from the Unisys Weather Hub that includes NEXRAD radar and radar mosaics products.

2.8.5 Weather Backup

Each AFSS site has the capability to operate in the weather backup mode when its primary source of weather data has failed.  The Weather Backup interface provides each AFSS with a dial-out line to Seattle or DTC to accommodate the Weather Backup Mode of operation.  On (Remote Access Server)  RAS #1, an ISDN is used as a dial-out line for Weather Backup Mode.

2.8.6 Harris Help Desk and RM&C 

This interface utilizes a Remote Access Server at each AFSS to provide system access for RM&C and Harris Help Desk support.  Both Remote Access Servers dedicates analog phone interface #8 (Port #7) for RM&C and Help Desk access through the Government Furnished Telephone Network (GFTN) switch.

2.8.7 Remote Workstations 

Each AFSS site has the capability to support dial-up interfaces for remote AFSS Workstations.  A typical AFSS allows a maximum of three remote workstations.

2.8.8 DUAT Pilot

The DUAT Pilot interface provides two AFSS sites, Seattle and DTC, with the capability to support up to 120 DUAT users.  The DUAT sites each utilize dual, Total Control Hubs as the DUAT Access Servers.  These servers provide the dial-up interfaces to support DUAT Pilot users and the dial-in Weather Backup users.  Each DUAT Access Server may contain up to three DSP Card Sets.  Each DSP Card Set provides a 23 channelized T1 interface through the GFTN Switch.

2.9 Physical Interfaces

The OASIS system contains only three possible physical access points or physical interfaces to a typical configuration as follows:

· Vendor Weather Interface 

· NADIN II Interface 

· Remote Access Server Interface

The DUAT Sites (Seattle & DTC), as well as Alaska have the following additional site specific, physical interfaces at their respective AFSSs which will be described following the typical interfaces:

· DUAT Interface (Seattle, WA and DTC)

· ANICS Interface (Alaska)

Figure 2-20 illustrates the OASIS Physical Interfaces to an AFSS.  Should a failure occur, these physical interfaces have associated hardware and software that can be tested, as well as fault isolated.
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Figure 2‑20.  OASIS Physical Interfaces

2.9.1 Vendor Weather Interface

This external interface, shown in Figure 2-21, provides each site with the capability to receive vendor-supplied weather data via satellite, from both the Harris and Unisys operated commercial weather hubs.
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Figure 2‑21.  Vendor Weather Interface

Description

Each AFSS utilizes a single, Ku-band antenna (satellite dish) to receive both the HWDS and the UWDS data streams from a Galaxy Satellite.  The antenna size may vary between: 1.8, 2.4 or 3.7 meters dependent upon geographic location and annual precipitation levels.  The HWDS data is received at a 1.024 Mbps data rate from the Harris Weather Hub located in Palm Bay, FL.  The UWDS data is received at a 1.024 Mbps data rate from the Unisys Hub located in Kennett Square, PA.  The Ku-band Antenna system contains a LNB/Down converter,  and deicing circuitry where necessary.  The LNB/Down converter converts the received Ku band signal to an L-band RF signal.  The signal is then routed from the antenna to the Comstream Satellite Receiver using a single RF cable.  The LNB/Down converter within the Antenna is powered using a +18VDC bias-tee voltage from the Comstream Satellite Receiver or the EF Data Receiver.  This bias-tee voltage is carried to Antenna using the same RF cable. 

The Comstream Satellite Receiver provides the demodulation and bit synchronization of the UWDS portion of the RF.  The UWDS data stream contains the Unisys radar and radar mosaic data.  From the receiver, the data stream is fed to Unisys Gateway PC running Unisys WeatherMAX software, which decompresses and performs decryption of the UWDS data stream.  The Gateway PC is used to extract and process the WSR-88D radar and radar mosaic products prior to passing them to the Weather Graphics Server via a 100 Mbps LAN.

The second half of the split RF signal is connected to the EF Data Satellite Receiver.  The EF Data Receiver provides the demodulation and bit synchronization of the HWDS portion of the RF.  The HWDS data stream contains various weather products including GOES satellite images, lightning products, NWS alphanumeric, gridded, and graphic data, as well as the GPS/RAIM and time synchronization data.  From the EF Data Receiver, the HWDS data is fed directly to the Weather Graphics Server, where the required weather products can be extracted and processed or stored, as necessary. 

2.9.2 NADIN II Interface

Description

This interface provides the communication between an OASIS AFSS and External User/NAS Systems, through the NADIN II PSN or a combination of the NADIN II and NADIN I.  OASIS is directly connected to NADIN II.  The FDS software handles the messaging for these interfaces and routes the messages through the LCN, NT Server and the government-furnished LINCS Switch, as shown in Figure 2-22.  The OAWS is also directly connected to NADIN II.
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Figure 2‑22.  NADIN II Interface

Within OASIS, the FDS software handles the messaging for this interface and provides system control.  Figure 2-23 shows that the messages from the Flight Data Server are passed through the LCN to/from the message router (OWLG) within the NT Server.  Messages enter and leave OASIS through a X.25 Router Card within the NT Server and are then passed to/from the government-furnished LINCS Switch.  The point of demarcation is LINCS Switch.

Messages transmitted and received by OASIS on this interface are encapsulated in X.25 packet(s), formatted as required for transmission via the NADIN PSN defined in NAS-IC-43020001.   The interface functional design is in accordance with FAA-STD-039B.
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Figure 2‑23.  NADIN II Interface Message Flow

Electrical Interface

The interface to LINCS uses a standard male DB-25 connector with EIA-530 pin configuration and electrical characteristics.  Cable used to connect to the X.25 ports will be shielded cable with the cable shield connected to pin 1 of the connector. 

2.9.3 Remote Access Server Interface

OASIS uses two Remote Access Servers (RAS) to provide the interface between the LCN Subsystem and external Telco circuits through external GFE Telco circuits.  The two Remote Access Server at a site provide the following dial-in/out services:

· RAS-1 has two remote WS dialup lines, (1 ISDN, and 1 Analog), one ISDN dial-up line for Weather Backup and an additional analog line for RM&C.

· RAS-2 has one remote WS dialup line, (ISDN), and an analog line for RM&C for access by Harris Help Desk.

Description

The RAS is a multi-protocol, dial-up router and terminal server capable of performing IP terminal service, network dial-in/dial-out access and LAN to LAN routing.  Each Remote Access Server contains one Ethernet network interface, one Console port interface, two ISDN modem ports and eight V.34 modem ports to provide the analog phone interfaces.  The Ethernet interface provides a 10Base-T connection to the LCN and the Console port provides a serial interface to the Maintenance Patch Panel for configuration and statusing purposes.  

A total of two ISDNs and 2 analog lines are available from RAS-1.  One ISDN is used as a dial-out line to the Seattle and DTC Sites for Weather Backup Mode. A second ISDN is provided on RAS-1 for the Remote Workstation.  One analog is used for remote workstation dialup.  The second analog line is used for RM & C.  On RAS-2, two output lines are available; these two lines consist of one ISDN for Remote Workstation dialup and one analog, for RM&C.

When authenticating dial-up users, the RAS checks for an entry in its User Table to verify the dial-up user's account.  Together both Remote Access Servers provide each site with the following dial-in/out services, as shown in Figure 2-24.
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Figure 2‑24.  Typical Remote Access Server Utilization

2.9.4 DUAT Interface (Seattle, WA and DTC only)

The Total Control Hub is used as the OASIS DUAT Access Server, providing the dial-up interfaces to support DUAT Pilot users and the dial-in Weather Backup users at the two DUAT capable sites (Seattle and DTC).

Description

Each DUAT Access Server consists of a Total Control Hub chassis populated with the following items:

· Two Power Supplies

· One Network Management Card Set

· One Access Router Card Set

· Up to three channelized T1 DSP Card Sets

· One AC Fan Tray

Each card set contains a NAC which is installed into the front of the chassis and a corresponding NIC that is installed into the rear of the chassis.

The two Power Supplies each consist of a PSU and a PSI to provide full redundancy and load sharing.  Each PSU is installed into the front of the chassis and its corresponding PSI is installed into the rear of the chassis.  The NMC Set manages all the components within the Total Control Hub, and contains a Console Port (CH1) and a 10Base-T Port.  The Console Port can be accessed through the Maintenance Patch Panel at the front of Rack 101, and provides access to the DUAT Access Servers using Hyperterminal, for configuration purposes.  The 10Base-T Port is connected to the LCN and allows the HP OpenView XE "HP OpenView" 

 XE "HP OpenView"  software running on FDS-2 to gather SNMP status from the DUAT Access Server, as shown in .  The ARC Set manages the operational traffic (DUAT and Weather Backup data), and provides a 100Base-T Ethernet connection to the OASIS LCN.  Each DSP Card Set provides a 23 channel T1 interface for dial-up DUAT and Weather Backup users.  The Seattle configuration utilizes two DUAT Access Servers populated with 3 DSP Cards Sets each to provide 120 dial-up lines.  Each of the six DSP Card Sets interfaces to a ISDN T1 line from the GFTN Switch.  The figure below illustrates the DUAT Access Server Block.
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Figure 2‑25.  DUAT Access Server Block Diagram

	   See Another Document
	The configuration of the DUAT Access Server at the DTC site is unique in that it contains only two DSP Card Sets which each provide a 23 channel T1, clear channel interface.  One DSP Card Set provides 23 DUAT lines while the second DSP Card Set provides Telco lines for Phone, Fax, Weather Backup and RM&C.  At the Seattle site the Phone, Fax and RM&C dial-up lines are typically handled by the Remote Access Server.  For further detailed information on the DUAT Access Server, refer to the 3Com Install Guides for the following components;  Total Control Hub, NMC, ARC, Power Supply or DSP.


The DUAT Access Server is an assembly that contains the following lower-level LRUs:

· Total Control Chassis (w/NMC and ARC Card Sets)

· DSP Card Set (NIC/NAC)

· Power Supply Unit (Front only)

· AC Fan Tray

2.9.5 ANICS Interface (Alaska only)

The three Alaskan AFSSs do not use a VW Subsystem.  The LCN Subsystems at each of the three AFSS site are enhanced with additional hardware and software components to retrieve weather products from the ZAN ARTCC.  In addition to the software applications that typically run on a secondary NT Server, a Download Client application is resident to retrieve products from the ZAN Weather Server to the local hard drive at the AFSS.  The NT Server also runs a Download Server application that distributes these products to the workstations within the AFSSWS Subsystem.  The second additional Cisco Router also allows the AFSS sites to have dedicated communications links with the fourteen permanent Alaskan FSSs.

The OASIS Weather Subsystem at the ZAN ARTCC consists of the following equipment:

· EF Data Satellite Receiver

· 8-Port LAN Hub

· Four Cisco Routers

· Sun Server 

Figure 2-26 shows the flow of weather data from the OASIS Weather Server, via the FAA's ANICS Network, to the LCN at each Alaskan AFSS.  The retrieved weather products are then distributed to the AFSS Workstation Subsystem.
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Figure 2‑26.  ANICS Interface Architecture
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