3. System Operations

3.1 
System Operations Overview

This section describes procedures to startup and shutdown the OASIS system, monitor system status, and perform system support and maintenance.  This section also provides information on transferring facility responsibility to/from another site, and other administrative functions.

3.2 
System Startup and Shutdown Procedures

The following procedures describe OASIS system startup and shutdown.  

3.2.1  XE "Startup" \r "D2HBStartup2" 

 XE "Shutdown" Startup/Shutdown

OASIS is designed so that only the unit undergoing repair needs to be shut down. Complete startup or shutdown should only be necessary in emergency situations.  In the event of a complete power loss, turn everything off and use the startup procedures below when power is restored.

CAUTION:  Do NOT touch the screen of the flat panel color monitor with any object, including your hands; damage to the screen will occur.

Flat Panel Color Monitor Maintenance

NOTE: Before cleaning the monitor, unplug it from the electrical outlet.


· To clean the surface of the panel, lightly dampen a soft, clean cloth with water. 

· Do NOT use ketone type materials (ex. Acetone) and no chemicals should be used.  

· To clean the monitor cabinet, use a cloth lightly dampened with a mild detergent. 

· Do NOT use benzene, thinner, ammonia, abrasive cleaners, or compressed air.

3.2.1.1 Full System Startup Procedure

Since the OASIS is not powered up or down from a central point, the system components should be powered up in the following sequence: 

1.
Before applying power to the equipment rack, ensure that the power switches on both Flight Data Server 1 and 2 (FDS-1 and FDS-2) are in the Off position.

2.
Turn all the Power Controllers power switches (breakers) on the front of Equipment Rack 101 to the On position.  

NOTE:  Only two of the three Circuit Breakers on the 30 AMP Power Controller may be used at some locations; check the Site Drawing Package for your site.  Non-operational sites will be configured with a three circuit breaker power controller.

3.
If your OASIS equipment rack contains UPS units, <Press> the power switch on the front panel of each UPS to the On position.

4.
Power-up the OASIS Rack equipment as follows:

a.    Turn the switch on the upper power strip in Equipment Rack 101 to the On position.

b.    Turn the switch on the lower power strip in Equipment Rack 101 to the On position.

c.    Turn the switch on the upper power strip in Equipment Rack 100 to the On position.

d.    Turn the switch on the lower power strip in Equipment Rack 100 to the On position.

e.    Turn the switch on the upper power strip in Equipment Rack 102 to the On position.

f.    Turn the switch on the lower power strip in Equipment Rack 102 to the On position.

5.
Power-up the two NT Servers as follows:

a.    <Press> the power switch on NT-1 to the On position, then  <Press> the power button on the front panel of NT-1’s Monitor and ensure that the power indicator is lit.  The default operating system will be automatically started.

b.    <Press> the power switch on NT-2 to the On position, then <Press> the power button on the front panel of the NT-2’s Monitor and ensure that the power indicator is lit.  The default operating system will be automatically started.

c.    Within the Welcome to Windows XE "Logon" \r "D2HBLogon3"  dialog box, <Press> Ctrl + Alt + Delete keys to display the Log On to Windows dialog box.

d.    Within the Log On to Windows dialog box, <Type> a valid Username and Password within the appropriate text boxes and <Click> the OK button to logon.  The NT Server will continue the Logon process.

NOTE:  Some errors may be encountered due to the Flight Data Servers not being powered-on yet.  If FDS communication errors are experienced, <Click> the OK button to continue.

e.
<Click> OK to acknowledge the FAA Security Warning.  Upon the completion of the login process the Windows Desktop is displayed indicating that the startup and logon was successful.

6.
To startup the Shared Disk Array, open the front door if present.   <Press> the Power switch on the  panel to the On position.  Ensure that Power Supply, Fan, and Disk Drive lights are all illuminated green.

7.
To startup the Tape Drives, open the front doors and <Press> the Power button.  Ensure that the lights come on.

8.
Startup the two Flight Data Servers as follows:

a.    At the Maintenance XE "Maintenance"  Patch Panel, use the patch cord to connect NT-1 to FDS-1. 

b.    At the Maintenance Patch Panel, use the patch cord to connect NT-2 to FDS-2. 

c.    <Press> the Power switch on FDS-1 to the On position to initiate the Autostart function.  Ensure that the power switch glows green.  Wait approximately 2 minutes and then power up FDS‑2 in the same manner. 

d.    At the Windows Desktop on both NT Servers, <Double-Click> the HyperTerminal icon.

e.    In the resulting window on both NT Servers, <Double-Click> the Flight Data Server.ht icon to access the HyperTerminal window.

f.    Within HyperTerminal window on both NT Servers, <Click> the mouse once and <Press> the Enter key.  This should activate hyperterminal and enable the user to view the Autostart function (boot process).  Wait for the Autostart function to complete.

NOTE:  The Autostart function may take up to 6 or 7 minutes.  The FDS will display “The system is ready” when the boot process is complete.

g.    At the “Console Login:” prompt.  <Type> the appropriate Username and Password to login to FDS-1.  The system should respond with the “fds1xxx” prompt (where xxx is equal to the Site ID).

h.    At the “fds1xxx” prompt, <Type> cmviewcl and <Press> the Enter key to display status on both FDSs and the cluster.
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i.     Check the Status Display to ensure that the state of FDS-1 and FDS-2 are both running and that the “fds_pkg” is enabled and running on Node fds1.

j.     On each NT Server, <Type> exit and <Press> the Enter key to end the HyperTerminal session.   <Click> the X button to close the HyperTerminal window.  <Click> Yes in the Confirmation dialog box to disconnect from the FDS.

9.
<Press> the power switches on the UNISYS Gateway XE "Unisys Gateway"  PC and Monitor to the On position.

10.
Start-up the Weather Graphics Servers as follows:

a.    <Press> the power switches on  the Weather Graphics Servers and the Monitor to the On position.  The boot process will begin and takes approximately five minutes. 

11.
Restart NT Server 1 and NT Server 2 by selecting Start>Shutdown>Restart>OK.  Verify COM1 and COM2 are present by doing the following: 

a.
Move the cursor over the My Computer icon and <Click> the right mouse button.

b.
<Select> Properties.
c.
<Select> the Hardware tab.

d.
<Click> on the Device Manager button.

e.
<Select> Ports (COM&LPT).
f.
<Double click> on COM1 or COM2 and verify that the Device Status says “This Device is working properly.

g.
Close all windows associated with this step.
12.
Startup each AFSS Workstation XE "AFSS Workstation" \r "D2HBAFSS_Worksta4"  (including ECWS and OAWS) as follows:

a.
<Press> the power switch on the front panel of the Workstations to the On position, then <Press> the power button on the Monitor to the On position and ensure that the power indicator is lit.  The default operating system will be automatically started.

b.
Within the Welcome to Windows dialog box, <Press> Ctrl + Alt + Delete keys to display the Log On to Windows dialog box.

c.
<Type> a valid Username and Password within the appropriate text boxes and <Click> the OK button.  The Workstation will continue the Logon process.

d.
<Click> OK to acknowledge the FAA Security Warning.

e.
Upon the completion of the logon process the Windows Desktop appears and automatically displays the WINGS logon screen, indicating that the startup and logon was successful.  

f.
<Logon> to WINGS as necessary.

13.
<Press> the power switch on each printer to the ON position.


3.2.1.2  XE "Shutdown" \r "D2HBshutdown5" Full System Graceful Shutdown Procedure

A graceful shutdown is an orderly, operator‑initiated power down of all OASIS equipment at a site, normally for maintenance XE "Maintenance" \r "D2HBMaintenance5"  purposes.  Power down OASIS using the following procedure:

1.
Prior to powering-down any equipment, send a message to all Workstations warning of the impending System shutdown as follows.

a.    At an NT Server, if utilizing any software applications, end the user session and exit the application to get to the Windows Desktop.

b.    Using the Start button, <Select> Start>Programs> Accessories>Command Prompt to open a DOS window.

c.    At the  “C:\>” prompt <Type> net(send(*(“message” (type your message within the “quotes”) and <Press> the Enter key.  <Click> OK within the Acknowledge Message window.

NOTE:  Type the message as you would like it to appear, within the quotes.  The text within quotes will be sent to all AFSS Workstations.  However, if a Workstation is not currently being used, the message will not appear until the next user logs into Windows.

d.    When finished, <Click> the X to close the DOS window, and return to the Windows Desktop.

2.
Shutdown all AFSS Workstations (including the ECWS and OAWS) as follows:

NOTE:  Steps a and b are used only if this procedure is being performed at a Remote Workstation. XE "Remote workstation" 
a.    <Click> the Modem icon on the right end of the taskbar.  An informational window appears.

b.    <Click> Hang Up and <Click> Yes to break the modem connection. 

c.    <Click> the X button to close all active windows and applications prior to shutting down the Workstation.

d.    <Click> the Start button on the taskbar and <Select> Shut Down from the menu that appears.

e.    When the Shut Down Windows dialog box appears, scroll down and <Select> Shutdown and <Click> OK.
f.    <Press> the power switch on the Workstation Monitor to the Off position. 

g.
For the ECWS only, power off the scanner and the CD burner.
3.
Use HyperTerminal through the Maintenance Patch Panel to connect to a Flight Data Server as follows:

a.    Connect the Backup NT Server (NT-2) to FDS-2 using the Maintenance Patch Panel.

b.    At the Windows Desktop on NT Server-2, <Double-Click> the HyperTerminal icon.

c.    <Double-Click> the Flight Data Server.ht icon to access the HyperTerminal window.

d.    Within HyperTerminal window, <Press> the Enter key to display the “Console Login:” prompt.

e.    At the “Console Login:” prompt, <Type> the appropriate Username and Password to login to the FDS.  The FDS should respond with the “fdsNxxx” prompt (where N is equal to the server number and xxx is equal to the Site ID).

4.
Halt the Flight Data Server as follows:

NOTE:  Halting FDS-2 will render the Training Simulator XE "Training Simulator" 

 XE "Training Simulation"  and HP OpenView XE "HP OpenView"  unavailable to users until the system is returned to a fully operational (redundant) state.

a.    At the “fds2xxx” prompt, <Type> cmhaltnode(-f(fds2xxx (where xxx equals a valid Site ID) and <Press> the Enter key to halt any software processes XE "Software Processes"  running on FDS-2.

b.    At the “fds2xxx” prompt, <Type> cmviewcl  and <Press> the Enter key.  The system should respond with a display containing the following line:


NODE

STATUS
STATE


fds2xxx

down

halted

c.    At the “fds2xxx” prompt, <Type> shutdown -h and <Press> the Enter key to place the HACC in a single-user state and prepare FDS‑2 for power off.  

The number of seconds to delay can be specified with the shutdown –h command.  For example, to set a 10 second delay, <Type> shutdown –h 10.

If the system questions 
"Do you want to send your own message? ", <Type> "n" to continue.  T

he Server being shut down will immediately begin warning all users of the impending shutdown.  When the grace period is complete, the system will display the following:
SYSTEM BEING BROUGHT DOWN NOW ! ! !

Do you want to continue? (You must respond with 'y' or 'n'.).

d.    Upon a 'y' response, the FDS will perform a graceful shutdown and will display the processes as they are being stopped.  Wait for the following message before powering-down the FDS:

System has halted.

OK to turn off power or reset system.
e.    Upon receiving the above message, <Press> the power switch on the Front Panel of the FDS to the Off position and perform the required maintenance, as necessary.  


5.
Repeat steps 3 and 4 for FDS-1.  The messages will be slightly different when shutting down FDS-1 but the steps are the same.

6.
Once both FDS-1 and FDS-2 are power-off, <Press> the Power switch located on the front panel of the Shared Disk Array to the Off position.

7.
Power off both tape drives.  <Press> the Power switch located on the front panel of each drive.

8.
Shut down the Weather Graphics Server as follows:

a.    At the WGS, if not at the neX-REAP XE "neX‑REAP"  Desktop, <Login> as necessary.

b.    <Double-Click> the General Functions icon to display the General Functions menu.

c.    <Click> the Shutdown button to display the Shutdown dialog box.

d.    <Click> the Shutdown option button and <Select> System to gracefully shutdown the neX-REAP software.

e.    <Click> the Type option button and <Select> Halt to stop the Server operations then <Click> the OK button.

f.    <Click> the Shut option button within the confirmation dialog box.

g.    The system will respond with an “Are you sure?” confirmation box.  <Click> the OK button in the information box to implement the selections and close all dialog boxes.

h.    Wait for the Server to return the “ok” prompt and become idle, at which time the user may shutdown power to the Weather Server or <Type> boot to restart the Server.

i.     <Press> the power switches on the front of the Weather Server and on the front of the Monitor to the Off position.  

9.
To Shutdown the Unisys Gateway XE "Unisys Gateway"  PC, <Press> the power switch on the Gateway PC and Monitor to the Off position.

10.
Shutdown both NT Servers as follows:

a.    <Click> the X button to close all active windows and applications prior to shutting down the NT Server

b.    Use the Start button and <Select> Shutdown.

c.    When the "Shut Down Windows" dialog box appears, <Select> Shut Down and <Click> OK.


d.    <Press> the power switch on the Monitor to the Off position.

11.
Shutdown the OASIS Rack equipment as follows:

a.    Turn the switch on the lower power strip in Equipment Rack 102 to the Off position.

b.    Turn the switch on the upper power strip in Equipment Rack 102 to the Off position.

c.    Turn the switch on the lower power strip in Equipment Rack 100 to the Off position.

d.    Turn the switch on the upper power strip in Equipment Rack 100 to the Off position.

e.    Turn the switch on the lower power strip in Equipment Rack 101 to the Off position.

f.    Turn the switch on the upper power strip in Equipment Rack 101 to the Off position.

g.   If the OASIS Racks contain a UPS, <Press> the power switch on the front panel of each of the two UPS in the Equipment Rack to Off.

h.    Turn all Power Controller power switches (breakers) on the front of Equipment Rack 101 to the Off position.
12.
Turn off power switches on all printers.
3.3 
System Support

Operational and maintenance support for OASIS employs a team effort between Harris, DTC, and the FAA.  Harris owns the OASIS equipment and spares, and is responsible for providing the OASIS service, initial first level maintenance training, and support.  The FAA operates the system, coordinates and performs the field level maintenance, and approves database and software changes or modifications prior to field release.  Harris utilizes the following organizations to support OASIS O&M: 

· Harris and DTC Help Desks

· 2nd Level Engineering Support 

· Field Support

· Harris Remote Monitoring and Control 

· Depot Support including providing spares and expendables

· AOS National Operational Support (ANOS) Help Desk (AOS-10)

The FAA utilizes the following organizations to accommodate O&M support:

· Airway Transportation System Specialists (ATSS)

· FAA Operations Control Center (OCC)

· AOS National Operational Support (ANOS) Help Desk (AOS-10)

· Maintenance Control Centers (MCC)

· AOS-540

The Harris Help Desk supplies O&M support to all OASIS Sites. The OASIS System Maintenance Manual will contain all necessary preventive and corrective maintenance procedures.  Harris will provide all hardware and software maintenance support beyond first-level.

It is the responsibility of the OASIS FAA facility representative to contact either the OCC and/or the ANOS Help Desk.  Which entities are contacted will depend on the event/problem.

The OCC is to be contacted, and AF personnel are normally involved if the event/problem pertains to:

· First level maintenance

· Site restoration

· Requires dispatching of OASIS site activities

The ANOS is to be contacted, and AF and AT personnel are normally involved if the event/problem pertains to:

· 2nd level maintenance

· A request for Harris and/or AOS-540 assistance

· A request for information that directly pertains to OASIS.

To ensure proper handling of the event/problem, the ANOS will forward the call to Harris and contact AOS-540.  AOS-540 may join the call already in progress.  ANOS personnel may request additional information from the Harris Help Desk for logging purposes.

If the event/problem is considered non-critical, the call will be forwarded to the Harris Help Desk only (i.e., request for parts, forgotten password, etc.).

When the Harris Help Desk receives a call from an OASIS facility or if the Harris Help Desk detects failures remotely, Harris will contact the affected OASIS facility directly.  It is the responsibility of the OASIS FAA facility representative to contact either the OCC and/or the ANOS Help Desk to insure proper logging of the event/problem (i.e., opening and closing the event entries).

The figure below illustrates the O&M Support Concept, and the support organizations are described in more detail within the following paragraphs.
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Figure 3‑1  OASIS O&M Support Concept

3.3.1 Harris Help Desk

The Help Desk provides user support for operational and user-related questions and problems, as well as maintenance support for system problems or equipment failures.  The Harris Help Desk is operated 24 hours a day, 7 days a week.  If the event/problem pertains to 2nd level maintenance, a request for Harris and/or AOS-540 assistance, or a request for information directly pertaining to OASIS, the ANOS is to be contacted.  The ANOS Help Desk will log and forward the call to the Harris Help Desk.  Upon receiving a call, the Harris Help Desk Operator will open a ticket, log the pertinent information, and resolve or disposition all calls.  Help Desk personnel will typically utilize HP OpenView XE "HP OpenView"  software to perform Remote Monitoring and Control functions when maintenance support or system troubleshooting is necessary.  The more difficult Help Desk calls may be routed to the Harris Weather Product Support Center for 2nd Level Engineering Support.  The Help Desk Operator will contact the site directly.  If dispatching of an ATSS is required, the OASIS FAA facility representative will contact the OCC to resolve the system or equipment failures at a site.  The Help Desk will order repair parts from the Harris Depot to be shipped direct to the site, as necessary.  OASIS users can contact the Harris Help Desk by phone.  The current phone number is provided below.

Harris Help Desk:

Phone - 1 (877) 373-0110

3.3.2 DUAT Help Desk

The Direct User Access Terminal (DUAT) Service allows pilots, located anywhere in the continental US or Alaska, to quickly and easily receive weather briefings and file or modify flight plans on a 24 hour, 7 days a week basis. To utilize the DUAT Help Service, pilots dial in using the DUAT Modem Line number listed below and refer to DTC’s DUAT Users Guide for detailed user information.  DUAT pilots should contact the DUAT Help Desk for hardware or software technical assistance on the DUAT Service at the phone number provided below. 

DUAT Help Desk:

Phone - 1 (800) 243-3828

Modem Line - 1 (800) 245-3828

3.3.3 ANOS Help Desk

The ANOS Help Desk operates 24 hours a day, 7 days a week and provides user support.  The ANOS is located at the FAA/AT Control Systems Command Center at Herndon, Virginia.  OASIS facilities will contact the ANOS Help Desk and identify the event/problem.  ANOS personnel will log all calls and ask a series of questions to determine problem criticality before forwarding the call to the Harris Help Desk.

Critical Issues

· Is your site hard down?
· Are you running in a degraded mode?
· Are workarounds being utilized?
· Does the problems involve NAS interfaces?
· Is the problem a safety issue?
· Do you wish AOS-540 to be contacted?
If the answer is yes to any of these problems or issues, AOS-540 will also be contacted.  AOS-540 may join the call already in progress.  ANOS will refer to the “AOS Call Back List”.

Non-Critical Issues

· The ANOS Help Desk will forward the call to the Harris Help Desk without contacting AOS-540.

Contacting ANOS

· OASIS users can contact the ANOS Help Desk by phone.  The current phone number is provided below:
ANOS Help Desk:

Phone - 1 (800) 475-2667

3.3.4 OCC

The Atlantic OCC (Atlanta, GA), Mid-States OCC (Olathe, KS), and Pacific OCC (San Diego, CA) – provide 24 hour-a-day operations control with a focus on ensuring NAS infrastructure service delivery, providing, in essence, day-to-day, tactical management of infrastructure services.  Each OCC domain will encompass approximately one-third of the contiguous United Sates.  In addition, the Pacific OCC will provide service for Alaska and Hawaii, and the Atlantic OCC will have similar responsibility for Puerto Rico.  Within these geographical service areas or domains, the OCCs will be responsible for all NAS infrastructure service and system disciplines (e.g., surveillance, communications, navigation, telecommunications), both federal and non-federal.

AF personnel are currently utilizing the OCC and this type of activity should continue for OASIS.  Coordination with the OCC will always be through an OASIS FAA facility representative.

If the event/problem pertains to first level maintenance, site restoration, requires dispatching of personnel, or scheduling of OASIS site activities, the OCC is the first to be contacted.

3.3.5 2nd Level Engineering Support 

The Harris Weather Product Support Center provides 2nd Level Engineering Support and Software Maintenance for Harris weather products.  The Weather Product Support Center may be contacted through the Harris Help Desk phone listed above.
2nd Level Support is utilized if a particular problem has arisen that cannot be quickly isolated by the either the Harris Help Desk Operator or the FAA Technician.  The Specialists who operate the Weather Product Support Center possess an in-depth knowledge of the Harris Weather Systems, and have access to the hardware and software development engineers.  This team will work together until the problem is resolved and the system is returned to an operational state.  The Harris Support Specialists may utilize the Remote Dial-up capability to facilitate software maintenance or system troubleshooting, as well as the Harris RM&C capability.  In the event of a natural disaster, or in the rare event that 2nd Level Engineering cannot remotely assist the ATSS to a resolution, the Weather Product Support Center will dispatch a Support Engineer to the AFSS to resolve the problem.  The site visit will be coordinated with the OASIS COTR who will ensure that notification is provided to the Region via the appropriate channels.
3.3.6 Field Support

When corrective maintenance or field level fault isolation XE "Fault Isolation"  is required, the Harris Help Desk will contact the affected site directly, as required.  OASIS facilities will then contact the OCC and call in a qualified OASIS ATSS and notify the ANOS Help Desk of the problem.

The ATSS are fully trained by Harris in the troubleshooting and repair of the OASIS System, and will have the necessary tools to restore the system.  If the ATSS is unable to resolve the problem, Harris will assign a 2nd Level Support Engineer to assist in fault isolating the system.  Harris will coordinate any remote maintenance actions or site visits with the AFSS.

When a faulty LRU is isolated, the ATSS will remove and replace it, and return the defective LRU using the Obtaining and Dispositioning Replaceable Parts procedure within Section 10 (Parts) of the SMM.  Unless otherwise instructed, failed LRUs are returned to the Harris Depot for evaluation and to record failure trends, with the exception of low cost items such as a keyboard or mouse, which are throwaway items.  Defective items should be returned to Harris within 72 hours of replacement.  However, in some cases the ATSS may be instructed to ship failed LRUs directly back to the vendor and to provide LRU details to the Harris Depot.

3.3.7 Supply Support

The OASIS system is 100 percent redundant for critical equipment and typically does not require site spares.  However, in order to provide adequate 24-hour replenishment of critical spares, some sites will possess a minimum inventory of site spares.  Otherwise the replacement spares for critical (redundant) equipment will be shipped from the depot to the OASIS site to arrive within the 24-hour turnaround.  Non-critical spares will be shipped to the OASIS site from the depot to arrive within a 5-day turnaround.  The amount of spares stored at the sites or the Harris Depot, located in Melbourne, Florida, is identified through a spares analysis using a 95 percent confidence level. 

Depot Support

Upon receiving a request from the AFSS, the Harris Help Desk will order the replacement parts from the Harris Depot, which will ship directly to the required site.  The return of all failed LRUs from the field is coordinated through the Harris Depot to properly disposition the field returned LRUs.  The Harris Depot maintains a database to track the serial numbers of all field equipment and its location, as well as the disposition of all failed LRUs (returned to vendor, repaired, discarded, etc.).

Two types of labels, shown below, are typically found on OASIS equipment.  A Harris Property Label is located on the front of most units (not to the circuit card level), identifying the equipment as Harris Property. 
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Figure 3‑2  Harris Property Label

A Bar Code label is attached to all LRUs to track the location of the equipment (Depot, Site Spares Cabinet, Installed at Site XXX).   The Bar Code label contains a unique Bar Code and a readable ID number.  In most cases the label is located on the back of the equipment.  When making a spares request to Harris, maintenance personnel should refer to the readable Bar Code number.  The model and serial number of the faulty unit should also be supplied if it is accessible.  
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Figure 3‑3  Bar Code Label

Failed LRUs may be shipped directly to the supplier if a vendor warranty is in effect, or returned to the Depot to determine whether it is repairable or should be discarded.  Harris maintains a full compliment of replaceable parts at the Harris Depot to ensure that adequate quantities are available to repair failed LRUs.

3.3.8 Operational Support Status and Reporting

Harris will provide status and reporting of OASIS O&M Support activities, trends, and progress in the monthly Program Status Report (PSR), CDRL (Contract Data Requirements List) A002.  These reports will provide as a minimum the following information:

· Operational availability at each site

· Maintenance actions at each site

· Trends/analysis at each site

· Number of Help Desk inquiries and number resolved by Help Desk personnel

· Significant issues with site maintenance, spares, depot, etc.

· Results of any on-site field support provided by the contractor

3.3.9 Remote Monitoring and Control

The Harris OASIS provides remote monitoring and control capability including:

· Local AFSS network monitoring and fault detection

· Remote monitoring and fault detection from the Harris Help Desk

· Easy to use Graphical User Interface

· Constant monitoring of system status nationwide

· Automatic alarms for faults

The Harris Remote Monitoring and Control function utilizes HP OpenView XE "HP OpenView"  software to provide two levels of maintenance support to the OASIS via a toll free 800 number.  HP OpenView utilizes a manager/agent system to monitor the health and status of the OASIS sites nationwide on a 24 by 7 basis.  The agent software, referred to as the Local Network Manager, runs HP OpenView locally at each AFSS to monitor the status of all network-visible devices connected to the site Local Communication Network.  The National System Manager utilizes an HP Workstation running OpenView to monitor and control the agent’s systems at all AFSS sites, as illustrated in the following figure.
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Figure 3‑4  OASIS Two Level Remote Monitoring and Control System

The Harris Support approach includes two National System Managers to support Remote Monitoring and Control, one located at the Help Desk and one utilized by 2nd Level Engineering Support.  The Local Network Manager software (HP OpenView Entry-Level) resides on the backup Flight Data Server XE "Flight Data Server"  at each AFSS and monitors all network-visible devices to ensure that each device is up and running.  The software also checks for a predefined set of thresholds.  The LCN and network-visible devices are represented in OpenView as a map and include the following OASIS equipment:

· AFSS Workstations

· NT Servers

· Flight Data Servers XE "Flight Data Servers"  and Mirrored Disk Array

· Ethernet Switches

· Network Printers

· Encryption Box

· Weather Graphics Server

· DUAT Access Servers (Not Currently Operational)

A map is a set of related objects, symbols, and submaps that typically provides a graphical and hierarchical presentation of the network and its components.  When a device within the monitored system, hardware or software, is malfunctioning, its graphical representation on the map turns red to indicate a failure.  When a device is exceeding its pre-established thresholds, such as network collisions or CPU utilization, it will display as yellow, indicating a potential problem.  The manager and agent communicate using the Simple Network Management Protocol (SNMP).  Upon a failure or potential problem within the monitored system, HP OpenView has the capability to call the National System Manager running at the Help Desk to display the alarm.  Harris Support Personnel can then make a decision about the appropriate maintenance action.  The Harris Support personnel will typically perform remote dial-in to further fault isolate the problem, reboot a piece of hardware or software, or contact the OASIS facility to dispatch an ATSS to the site via the OCC.  Maintenance recertification may be required after rebooting certain equipment.  The FAA will determine when recertification is required and perform the necessary procedure(s).

3.3.10 Remote Maintenance Monitoring Failure/Status Reporting

The following table shows the hardware that is monitored via HP OpenView.  The table also compares the hardware status reported at the site with that reported at the Helpdesk.

Table 3‑1  Failure/Status Reporting

	Monitored Event
	Reported at Site
	Reported at Helpdesk
	Comments

	Workstations
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	NT Servers

(1 and 2)
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	Flight Data Server
	1
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	2
	OpenView display is lost
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	HP OpenView runs on FDS-2

	Mirrored Disks
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	Ethernet Switch


	1
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	2
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	3
	OpenView display is lost
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	Switch that has FDS-2

	
	4
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	Printers
	[image: image21.wmf]
	[image: image22.wmf]
	

	Encryption Box
	1
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	Encryption Box/ failure disables OpenView reporting XE "Failover"  to the Help Desk

	
	2
	[image: image25.wmf]
	[image: image26.wmf]
	

	Wx Graphic Server
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	EF Data Receiver
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	Monitored via Weather Graphics Server

	Comstream Receiver
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	Monitored via Weather Graphics Server

	Remote Access Server
	1
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	RAS1 failure disables OpenView reporting XE "Failover"  to the Help Desk
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	[image: image35.wmf]
	[image: image36.wmf]
	


[image: image37.wmf]OpenView reporting



[image: image38.wmf]Reporting disabled





3.3.11 
Troubleshooting

The Fault Isolation Appendix provides a full compliment of fault isolation procedures. XE "Fault Isolation" 
3.4 
System Upgrades

3.4.1 Hardware and Software Upgrades

Hardware and software upgrades to the OASIS system that are required during the life of the OASIS program to enhance system performance, support Program Tracking Reports (PTRs), resolve reoccurring system problems or to implement new technology follow normal Configuration Management procedures.  Harris will advise and coordinate all configuration changes through AOS-540.  If both Harris and the FAA agree upon a hardware or software change, Harris will develop and test the modification using the appropriate development team (hardware, software, Unisys or DTC) to ensure that the change yields the desired results.  The proposed hardware or software upgrade will then be forwarded to AOS-540, who will test the changes, approve for site installation, and/or provide specific comments back to Harris for installation or resolution and retest.  Upon mutual approval, Harris will implement the modifications through the 2nd Level Engineering Support organization.  Software upgrades may be disseminated automatically, via the Galaxy satellite, in the same manner as implementing the 56-day upgrades.  The following figure shows the Hardware and Software Process.  In the case of hardware changes, 2nd Level Engineering Support will also ensure that the Depot modifies affected spares as necessary.  The Harris Integrated Logistics Support organization will be responsible for updating the affected technical manuals and training materials.  
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Figure 3‑5  Hardware and Software Process

3.4.2 PTRs

AFSSs will document identified problems or suggested improvements to the OASIS using locally established procedures.  Problems or suggested improvements that are forwarded to FAA HQ will be evaluated and, if deemed appropriate, forwarded to Harris for a technical, risk and cost assessment.  Harris tracks the identified problem/improvement as a Program Tracking Report (PTR).

The PTR XE "PTR"  is reviewed by Harris and an assessment is made of the proposed change on system performance, supportability, spares, training, documentation, integration, testing, XE "TESTING"  installation, field support, etc.  Harris will forward the assessment, including the proposed cost, to the FAA as an Engineering Change Proposal.

If approved by the FAA OASIS Configuration Control Board (CCB), Harris will incorporate the change into the OASIS configuration baseline and test the change.  The Harris configuration change process is shown in the figure below.

The change will then be forwarded to AOS-540 for FAA testing and final approval before field release. 

[image: image40.png]IDENTIFY PROBLEM
IMPROVEMENT

GENERATE PROGRAM
TRACKING REPORT (PTR)

REVISE

CONFIGURATION CONTROL
BOARD (CCB) APPROVE PTR?

NO

»| YES

NO

FIX PROBLEM/MAKE
CHANGE AND TEST

DELIVER CHANGES TO
HARDWARE OR SOFTWARE CM

DIFFERENCES FOR CCB TO
VERIFY PTR CHANGES

CCB APPROVE?

YES

BASELINE CHANGE
(RECOMPILE/MODIFY)

PERFORM REQUIRED
TESTING/VERIFICATION

DISAPPROVED

9/28/01
1608-049




Figure 3‑6  Configuration Change Process 

3.4.3  XE "56-Day updates" 56‑Day Updates

The 56‑day updates include any modifications to the following database information: airports, navigational aids, aeronautical fixes, weather reporting locations, airways, preferred routes, ARTCC boundaries, location identifiers, and special‑use airspace.  This data is preprocessed to build the databases used within the FDS.  

Simultaneously, Harris preprocesses the data to ensure accuracy of the maps and overlays XE "Overlay"  used within the WGS.  Harris 2nd Level Engineering then integrates the two versions and tests the proposed 56‑day update before forwarding it to AOS‑540 XE "AOS"  for approval.  AOS‑540 will also test the proposed 56‑day updates and approve or provide specific comments back to Harris for implementation.  

Upon approval by AOS‑540, Harris will disseminate the 56‑day updates to all AFSSs and support systems, including WJHTC, via satellite without interruption of service to the Air Traffic Specialists.  The site's System Administrator will be responsible for implementing the database in coordination with AOS‑​540.  These procedures will be distributed to each site prior to each 56-day update, via a System Support Modification (SSM) document from AOS-540.  The Update process takes approximately one hour.

NOTE: DO NOT remove any 56-day databases that are essential to users of the Training Manager application.
3.5 Facility Responsibility (Sparing)

Sparing allows a Local site to receive or send Lists from/to another OASIS (AFSS) facility.  An AFSS is only designated to spare for one other AFSS, determined by NADIN.  However, an AFSS can spare for many Remote and MBO facilities. 

The Facility Responsibility Status menu option displays the Facility Responsibility Table and provides the capability to view the parameters for the spared facilities.  Entries can be Added, Edited, or Deleted from the table by a user with supervisory capabilities.

For each AFSS, one other AFSS will be designated to act as an alternate or "spare".  The parameter for this spare should be set when OASIS is first installed at a site.  If it is necessary to set this parameter, <Click> the Status menu item, <Select> Parameters, and then <Select> Facility.  Scroll down the list and <Double-click> the SPAREFSS parameter.  Set the Value to the correct ID for the spare facility.  

The spare AFSS should have an entry for the transferring facility.  If not, <Click> the Status menu item, <Select>  the Facility Responsibility menu option, and <Click> the Add Entry button to create the entry.

Each user must choose a Responsible FSS at login, and each flight plan filed by that user is tagged with this FSS.  A Resp. FSS column on the Inbound, Proposed, and Suspense Lists indicates which facility is actually responsible for the flight plan.  The Resp. FSS column on the Facility Message and SAR Lists indicates which facility a message was originally sent to.  This allows each item to be easily identified during sparing.

Additionally, the user must set their Responsible FSS Filter when logging in.  This filter affects the data displayed on the Inbound, Proposed, Suspense, SAR, and Facility Message Lists.  This filter can be changed during the login session using the Facility Responsibility Table.
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Figure 3‑7  Facility Responsibility Table

Table 3‑2  Facility Responsibility Table Description 

	Label
	Component
	Purpose

	Responsible FSS Filter
	Group Label
	Groups the controls used to set the Responsible FSS Filter.  Either Display All Entries or at least one facility must be checked to save the Responsible FSS Filter

	Display All Entries
	Check Box
	Sets the Responsible FSS Filter to ALL.  When checked, the individual facilities are all checked, and cannot be changed until this box is unchecked.  Additionally, the Select All and Clear All buttons will be disabled

	Spared Facilities
	Scroll List
	Displays a list of Facilities.

	
	Check Box
	When checked, the facility is included in the Responsible FSS Filter.  At least one facility must be included in the Responsible FSS Filter if Display All Entries is not selected.

	Ident 
	Column
	Facility Identification. 

	Address 
	Column
	Address of the site. 

	Sparing State 
	Column
	Sparing state of the site.

	Facility Type 
	Column
	The facility type.

	Remarks 
	Column
	Remarks of the site.

	Select All
	Button
	Checks all entries in the scroll list.  This button is disabled if Display All Entries is checked.

	Clear All
	Button
	Unchecks all entries in the scroll list.  This button is disabled if Display All Entries is checked.

	Edit Entry
	Button
	Edit the selected site.

	Add Entry
	Button
	Add a new site.

	Delete Entry
	Button
	Deletes the selected site.

	OK
	Button
	Closes the window and saves any changes to the Responsible FSS Filter.  If Display All Entries is not selected, at least one facility must be checked.


3.5.1 Adding, Editing and Deleting Facilities

To Add a Spared Facility:

1. <Click> the Status menu item.

2. <Select> the Facility Responsibility menu option to display the Facility Responsibility Table.

3. <Click> the Add Entry button to display the Facility Responsibility Entry Add dialog box.

4. Enter the required information within the appropriate text and drop down list boxes.

5. <Click> the OK button to add the facility to the Facility Responsibility Table.

OR

6. <Click> the Cancel button to close the dialog box without saving any changes.
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Figure 3‑8  Facility Responsibility Entry Add Dialog Box

Table 3‑3  Facility Responsibility Entry Add Dialog Box Description 

	Label
	Component
	Purpose

	Ident
	Text Box
	Identification of the site (3 – 4 alphanumeric characters).

	Address
	Text Box
	Address of the site (8 alphanumeric characters).

	Sparing State
	Drop Down List Box
	Current sparing state of the site:

Active – Local site is actively sparing for this facility

Inactive – Local site is not currently sparing for this facility

Receive Lists – Local site is receiving lists from this facility

Send Lists – Local site is transferring lists to this facility

	Facility Type
	Drop Down List Box
	Type of facility: Spared AFSS, XE "AFSS"  Remote, or MBO.

	Remarks
	Text Box
	Free format remarks (0 – 80 alphanumeric characters).

	OK
	Button
	Close the dialog and accept all changes made.


To Edit the Parameters for a Spared Facility:

1. <Click> the Status menu item.

2. <Select> the Facility Responsibility menu option to display the Facility Responsibility Table.

3. <Select> the facility to be modified and <Click> the Edit Entry button, (or <Double click> the facility to be modified) to display the Facility Responsibility Entry Edit dialog box.

4. Modify the required information within the appropriate text and drop down list boxes.

5. <Click> the OK button to save the changes to the facility in the Facility Responsibility Table.

OR

6. <Click> the Cancel button to close the dialog box without saving any changes.

To Delete a Spared Facility:

1. <Click> the Status menu item.

2. <Select> the Facility Responsibility menu option to display the Facility Responsibility Table.

3. <Select> the facility to be deleted and <Click> the Delete Entry button. A dialog box will appear confirming the deletion.

4. <Click> the Yes button to delete the facility.

OR

5. <Click> the No button to cancel the deletion and keep the facility in the Facility Responsibility Table.

3.5.2  Failover to the Alternate AFSS

WARNING: This procedure results in a loss of connection to NADIN.  All flight planning and weather briefing capability will be lost!

The following diagram shows the Failover dataflow to the alternate site.
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Figure 3‑9  Failover to Alternate AFSS

To Transfer Facility Responsibility to the Alternate AFSS:

1.
Send a General Facility Message (GFM) to notify any facilities that will be affected.

2.
Notify the alternate facility of the transfer; the alternate facility must put the entries it will be receiving in the Receive Lists state.  This process is described in the section "To Receive Facility Responsibility from the Transferring AFSS".

3.
Notify WMSCR that the site will be going down so they may turn off the WMSCR data feed.

4.
<Click> the Status menu item and <Select> the Facility Responsibility menu option to display the Facility Responsibility Table (FRT).

5.
<Select> the first entry (which is always the local AFSS) and <Click> the Edit Entry button.  

6.
If this AFSS is operating normally, the Sparing State will be set to Active.  Set the Sparing State to Send Lists and <Click> OK.

NOTE: The sparing state for any remote listed in the FRT must be set to Send Lists or Inactive before the sparing state for the local AFSS can be set to Send Lists. 
CAUTION: Setting the local AFSS to Send Lists will terminate the WMSCR connection and block all calls from external facilities other than the Alternate AFSS.

7.
<Click> the List menu item and <Select> Inbound.

8.
<Select> the entries that should be transferred to the Alternate AFSS.  Multiple entries may be selected by using the Ctrl or Shift key while clicking.

9.
<Click> the Transfer Flight Plans button.

10.
<Enter> the 8-character ID of the Alternate facility (e.g., KPIEYFYX) in the Transfer Flight Plans dialog.  A message is added to the Suspense List for each flight plan that was selected.  When the Alternate facility has received and acknowledged the flight plans, the messages will be removed from the Suspense List and the flight plans will be removed from the Inbound List.

11.
Repeat this procedure for the Proposed and Suspense Lists.  On the Suspense List, only messages relating to flight plans may be transferred.  (e.g.  Domestic Flight Notifications, ICAO Flight Plan, or IFR Flight Plan messages).  Other types of messages may not be transferred  (e.g., GFMs or SARs).

12
<Click> the Status menu item and <Select> the Facility Responsibility menu option to display the Facility Responsibility Table.

13.
<Select> the first entry (the local AFSS) and <Click> the Edit Entry button.    

14.
In the Sparing State drop down list box, <Select>  Inactive and <Click> OK. 

15.
Shut down the NADIN II interface on both NT Servers as follows: <Select> Start>Settings>Services, <Select> EICON from the list, and <Press> Stop.  The local AFSS is now offline.  Any flight plans that are sent by an external facility are redirected to the Alternate AFSS, which now has responsibility.  Any calls other than those initiated by the local FDS are cleared.

To Receive Facility Responsibility from the Transferring AFSS:

1.
<Click> the Status menu item and <Select> the Facility Responsibility menu option to display the Facility Responsibility Table.

2.
<Select> the transferring facility and <Click> the Edit Entry button.    

3.
In the Sparing State drop down list box, <Select> Receive Lists and <Click> OK.  The transferred flight plans or flight plan messages are added to the Inbound, Proposed, and Suspense Lists.

After the transferring facility has transferred all lists:

4.
<Click> the Status menu item and <Select> the Facility Responsibility menu option to display the Facility Responsibility Table.

5.
In the Sparing State drop down list box, <Select> Active to set the Sparing State for the transferring facility.

NOTE:
If an Incoming Service B message is addressed to a facility that has not been listed as an "Active" sparing state, (i.e., Local Site is not currently sparing for the facility), the Service B message will appear on the receiving AFSS Facility Message List with the description "Not addressed to this facility".

3.5.3  Return to Service

The following diagram shows the dataflow for a Return to Service.
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Figure 3‑10  Return to Service

To Receive Facility Responsibility from the Alternate AFSS:

1.
Start up the NADIN II interface on both NT Servers as follows: <Select> Start>Settings>Services, <Select> EICON from the list, and <Press> Start.  The local AFSS is now online.  All calls from external facilities will be blocked but not redirected.

2.
<Click> the Status menu item and <Select> the Facility Responsibility menu option to display the Facility Responsibility Table.

3.
<Select> the first entry (which is always the local AFSS). 

4.
In the Sparing State drop down list box, <Select> Receive Lists.  The alternate AFSS will transfer flight plans or flight plan messages back to the local facility.  The transferred flight plans or flight plan messages are added to the Inbound, Proposed, and Suspense Lists.

5.
Open the Facility Responsibility Table (Status > Facility Responsibility).

6.
In the Sparing State drop down list box, <Select> Active and <Click> OK.

7.
Perform any necessary Backup Restoral Procedures or WGS Backup Restoral Procedures.

8.
Notify WMSCR that the site is up so they can restart the WMSCR data feed.

To Transfer Facility Responsibility to the Recovered AFSS:

Upon notification that the Recovered facility is in the Receive Lists state:

1.
<Click> the Status menu item and <Select> the Facility Responsibility menu option to display the Facility Responsibility Table.

2.
<Select> the recovered facility and <Click> the Edit Entry button.  

3.
The Sparing State will be set to Active.  In the Sparing State drop down list box, <Select>  Send Lists and <Click> OK.

4.
<Click>the List menu item and <Select> Inbound.

5.
<Select> the entries that should be transferred to the recovered AFSS.  Multiple entries may be selected by using the Ctrl or Shift key while clicking.

6.
<Click> the Transfer Flight Plans button.

7.
<Enter> the 8-character ID of the recovered AFSS (e.g., KPIEYFYX) in the Transfer Flight Plans dialog.  A message is added to the Suspense List for each flight plan that was selected.  When the recovered AFSS has received and acknowledged the flight plans, the messages will be removed from the Suspense List and the flight plans will be removed from the Inbound List.

8.
Repeat this procedure for the Proposed and Suspense Lists.  On the Suspense List, only messages relating to flight plans may be transferred (e.g., Domestic Flight Notifications, ICAO Flight Plan, or IFR Flight Plan messages).  Other types of messages may not be transferred (e.g., GFMs or SARs).

9.
<Click> the Status menu item and <Select> the Facility Responsibility menu option to display the Facility Responsibility Table.

10.
<Select> the recovered AFSS.

11.
In the Sparing State drop down list box, <Select> Inactive and <Click> OK. 

3.6  XE "Sequence" \r "D2HBSequence82" Sequence Definition Transfer/Receive/Create

The Sequence Definitions menu option is accessed from the Briefing menu. The Sequence Definitions dialog box lists all of the Sequence Definition files currently saved.  From the Sequence Definitions dialog box, the user may Execute, Expand, Create, and Transfer Sequence Definition files as well as Refresh the file listing.

The following paragraphs explain how to transfer a Sequence Definition file, how the received file is added to the Sequence Definition dialog box listing, and how to create a  new Sequence Definition.. 
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Figure 3‑11  Sequence Definitions Dialog Box

Table 3‑4   Sequence Definitions Dialog Box Description 

	Label
	Component
	Purpose

	Refresh
	Button
	Updates the file listing.

	Expand Entry
	Button
	Retrieves and displays the file data in the Editing dialog box for the selected Sequence Definition.  Only one file may be edited at a time.

	Create Entry
	Button
	Displays a blank Editing dialog box from which the user may create a new Sequence Definition file.  Only one file may be edited at a time.

	Execute Entry
	Button
	Executes the selected Sequence Definition file and displays the results in the View Sequence dialog box.

	Transfer Entry
	Button
	Transfers the selected Sequence Definition file(s) to another facility.  If the file cannot be saved at the facility due to size and/or naming constraints, it will be sent to the Facility Message List.


To Transfer a Sequence Definition File:

1. <Click> the Briefing menu item. 

2. <Select> the Sequence Definitions menu option to display the Sequence Definitions dialog box.

3. <Select> the desired entry or entries.

4. <Click> the Transfer Entry button to bring up the Transfer Sequence Definition(s) dialog box.

5. Enter the name of the facility in the Transfer Sequence Definition(s) dialog box.

6. <Click> the OK button.

NOTE:
Sequence Definition files can be selected by simply typing in the first characters of the name of the file while the list is in focus.  For example, typing ‘r’ will select the first file that begins with ‘r’, then typing ‘o’ will select the first file that begins with “ro” and so on.  
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Figure 3‑12  Transfer Sequence Definition(s) Dialog Box

The software checks if the sequence definition transfer message is valid.  If it is not, the sequence definition is not stored and the message is placed on the Facility Message List with the symbol "Unsaved Sequence Definition".  The site personnel should then correct the message. 

The software checks to see if a sequence definition with the same name already exists.  If one does, the sequence definition is not stored and the message is placed on the Facility Message List with the symbol "Unsaved Sequence Definition".  The site personnel should then correct the message.  

If the sequence definition passes the tests above and can be stored successfully, the transfer message is placed on the Facility Message List with the symbol "Saved Sequence Definition". 

NOTE: If the sequence definition message is received in multiple parts, it can be re-assembled using standard Windows applications (such as notepad) and shortcuts.

To Create a Sequence Definition File:

1. <Click> the Briefing menu item.

2. <Select> the Sequence Definitions menu option to display the Sequence Definitions dialog box.

3. <Click> the Create Entry button to bring up a blank Edit Sequence Definition dialog box.

4. Enter the desired name for this Sequence Definition file.

5. Enter the command, static text, and/or comment line(s) for this file

6. <Click> the Save Entry button to save the file on the FDS. XE "FDS" \r "D2HBFDS84" 
NOTE:
When a file is created on or deleted from the FDS, Sequence Definition File listings that are currently being displayed will not reflect a change in the list until the Refresh button is clicked.  Only the list from which the create or delete action was actually performed will refresh automatically.

NOTE:
After saving the Sequence Definition File, the user will need to <Click> Cancel from the Edit Sequence Definition dialog box to return to the Sequence Definition dialog box.  This allows for additional entries/updates.

3.7 Interface Status List XE "Alerts" 
The Interface Status List menu option provides the capability to monitor the OASIS interfaces to various external systems and internal subsystems.  The Interface Status List displays the status of the OASIS external interfaces to the Consolidated NOTAM System (CNS), Domestic Air Interdiction Coordination Center (DAICC), NADIN, and WMSCR.  It also displays the status of the internal interfaces to the DUAT subsystem, NT Server 1 (NT-1), NT Server 2 (NT-2), FIRE NT-1, FIRE NT-2, and HP OpenView.
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Figure 3‑13  Interface Status List Dialog Box

Table 3‑5  Interface Status List XE "List"  Dialog Box XE "Dialog Box"  Description XE "Description" 
	Label
	Component
	Purpose

	Interface Status List XE "List" 
	Scroll list
	Displays a summary list entry and icon for each interface on the Interface Status XE "Alerts"  List. XE "List" 

	Interface Name
	Column
	Name of the internal or external interface being monitored.

	Time
	Column
	Time the data in the Information column was last updated.

	Information
	Column
	Current status of the interface.

	Read-Only  XE "Edit"  Box
	Text Box
	Displays the entire line of information regarding the selected interface.


Table 3‑6 Interface Status List XE "List"  Interface XE "Icon"  Definitions
	Interface Name
	Purpose

	CNS XE "Icon" 
	Displays  the status of CNS, a summary of NOTAM information.

	DAICC XE "Icon" 
	Displays the status of DAICC, which tracks all flight data.

	DUAT XE "Icon" 
	Displays the status of DUAT, which allows pilots to file or modify flight plans and access weather data via modem connection.  Not yet functional.

	FIRE NT 1
	Displays the status of the application that writes flight plan data to the flash card attached to NT Server 1.

	FIRE NT 2
	Displays the status of the application that writes flight plan data to the flash card attached to NT Server 2.

	NADIN
	Displays the status of the interface that provides a direct connection to the Wide Area Network (WAN).

	NT 1
	Displays the mode (Primary or Backup) and the function (Connecting or Initialized) of NT Server 1.

	NT 2
	Displays the mode (Primary or Backup) and the function (Connecting or Initialized) of NT Server 2.

	OPENVIEW
	Displays the status of OpenView, and refers the user to the OpenView console if major errors are detected.

	WMSCR
	Displays the status of WMSCR, which provides weather data via NADIN.


Each entry within the list has an icon associated with it.  The coloration of the icons defines the level of concern for each entry.  The level of concern is based on the current status of the interface. 

The title bar of the Interface Status List  XE "List"  turns the color of the entry within the list which holds the highest level of concern.
An alarm will be generated whenever an entry on the Interface Status List becomes non-functional (red icon).  If any entry on the Interface Status List is alarming, an  audible signal will be heard and will repeat at a fixed interval.  This audible alarm will stop when all alarming entries on the list have been acknowledged or have  returned to a non-alarming state.  The audible alarm for the Interface Status List is enabled for any user who has the functional capability to receive alarms on the list.   It is not controlled by the Activate Audible Alarm setting in the User Parameters  window, which enables or disables the audible alarm for all other lists.  All alarming entries must be acknowledged before the Interface Status List can be closed.  See the Main Window/Alarm Bar section for more information on list alarms. 

By default, the Interface Status List is sorted alphabetically by Interface Name.  Click on any column header to re-sort the list by that column.  Click the column header again to toggle the sort order between ascending and descending
The Interface Status List Messages Appendix describes messages that may appear on the list and the actions required. 

Table 3‑7  Interface Status List XE "List"   XE "Icon"  Color Coding Description
	Color
	Component
	Purpose

	Green
	Icon XE "Icon" 
	Interface is functioning normally. (OK state)

	Yellow
	Icon XE "Icon" 
	Interface is functioning in a degraded state. (Warning state)

	Red 
	Icon XE "Icon" 
	Interface is severely degraded or non-functional. (Critical state)


An alarm will be generated whenever an entry on the Interface Status XE "Inbound"  List XE "List"  becomes non-functional (red icon).  

To Display XE "Display"  the Status of the OASIS Interfaces:

1. <Click> Status on the menu bar at the top of the WINGS window.

2. <Select> the Interface Status List menu option to display the Interface Status List XE "List"  dialog box.

3. <Select> the desired Interface Name from the scroll list.  The status of the selected interface will display in the text area below the list.
3.8 
Clearing the Wx Data and GFM Queues

Wx data and GFMs may either be reviewed or stored in queues when they are received by the FDS.  
CAUTION:  If the queues are not monitored, they may become large enough to impact system performance.  
The following procedures explain how to access an FDS, clean out these queues, and then log off the FDS.

To Clear the Wx Data and GFM Queues:

CAUTION:  Care must be taken when entering the queue number.  An incorrect entry will corrupt the FDS database.

1.
Logon to the Primary FDS

2.
At the "fdsNxxx" prompt, <Type> export(SRMDB=/db/duat/srm.cur and  <Press> the Enter key.

3.
<Type> export(FDSBASE=/db and  <Press> the Enter key.

4.
<Type> db_dequeue(queue=3(-all(–quiet and  <Press> the Enter key to clear the GFM list.

5.
<Type> db_dequeue(queue=4(-all(–quiet and  <Press> the Enter key to clear the Wx Data list.
6.
Log off the Primary FDS.
3.9 
Event Viewer

System Events are automatically monitored by the Windows operating system.  Events are significant occurrences in the system or in an application that require users to be notified.  Critical events, such as a failed server or an interruption in the power supply, may cause a message to be displayed on the screen.  Events that do not require immediate attention are added to an event log XE "Event Log" \r "D2HBEvent_Log27"  file to provide data without interrupting normal operations.  
The Windows Server and the Windows Workstation have slightly different Event Viewers:  The Menu Bar and Tool Bar at the top of the Event Viewer Windows differ slightly, but the same functionality is available from both.  
Both Event Viewers allow the user to view and manage Application, Security and System event logs.  The System log records events logged by the Windows system components.  For example, the failure of a system component to load during startup XE "Startup"  is recorded in the System log.  The Security log  helps to track any changes to the security system and identify any possible breaches to security.  The Application log records events logged by OASIS applications that run on the Windows system.  The NT Server Event Viewer also allows the user to view and manage Directory Service, DNS Service, and File Replication Service events.
Selecting Start>Programs>Administrative Tools>Event Viewer displays either the NT Server or the Workstation Event Viewer window, as shown in the figures below.  If the user has permission to view events, the Event Viewers can also be accessed from the WINGS application by selecting Status>Event Viewer.
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Figure 3‑14  Workstation Event Viewer Window
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Figure 3‑15  NT Server Event Viewer Window

Table 3‑8  Event Viewer Window Description

	Label
	Component
	Purpose

	Action
	Menu Option
	Displays a pull-down menu, which is used to manage events.

	View
	Menu Option
	Displays a pull-down menu, which is used to view events.

	Tree  (NT Server Only)
	Window Tab
	Displays the available logs.

	Type
	List
	Displays event status as Information, Error, or Warning.  See table below for color codes.

	Date
	List
	Displays the date of the event.  

	Time
	List
	Displays the time the event occurred.

	Source
	List
	Displays the software (an application or a system component) that logged the event.

	Category
	List
	Displays a classification of the event as defined by the source.

	Event
	List
	Displays an event number to identify the specific event.

	User
	List
	Displays the user’s identification 

	Computer
	List
	Displays the computer’s name where the logged event occurred.


Table 3‑9   Event Viewer Color Coding Description

	Color
	Symbol
	Meaning

	Red
	Circle with an “X”
	The event indicates a failure.

	Blue
	Symbol with an “i”
	The event is informational.

	Yellow
	Triangle with an “!”
	The event notice is cautionary in nature.  If uncorrected, the event may cause a failure of a system component.


Action Pulldown Menu
If a log has not been selected from the viewer tree, the following options are available:

· Connect to another computer – Allows selection of the local computer or another computer that this "snap-in" will always manage.

· Open Log File – Presents an Open dialog box that allows the user to locate and open a previously saved file.
· Export List – Presents an Export dialog box that allows the user to select a location and save a log to a file.  Once the log has been exported, the listing in the Event Viewer starts over again.
· Help – Opens a Microsoft Management Console help window.
Once a log has been selected (appears highlighted) in the viewer tree, the Connect to another computer option is no longer enabled, but the following options are available in addition to those listed above:

· Save Log File As – Saves the contents of the log file, but does not clear out the file.

· New Log View – Creates a duplicate copy of the log and allows the columns of information to be displayed in a different order.
· Clear all Events – Clear all the events in a specific log.  Prompts the user to Save the log before clearing the events.
· Rename – Allows the log file to be renamed.  Events continue to be saved to the log bearing the original name.

· Refresh – Adds events that have occurred after the log was opened to be displayed

· Properties – Displays the properties of the selected event log, (i.e., Application, Security or System).  Properties include the actual log name, size, dates, and rules when maximum log size is reached.  The Properties window opens with the General tab selected by default.  A Filter tab is also available.  See the View Pulldown Menu description for features.
View Pulldown Menu
If a log has not been selected from the viewer tree, the following options are available:

· Add/Remove Columns – Allows the user to select and order the columns to be displayed in the Event Viewer window.

· Customize – Allows the user to select the toolbars and menus that associated with the Event Viewer window.

Once a log has been selected (appears highlighted) in the viewer tree, the following options are available in addition to those above:
· All Records – Displays all events, regardless of their status. 
· Filter – Allows the user to select types of events to view: Information, Warning, Error, Success Audit, or Failure Audit.  The Properties window opens with the Filter tab selected by default.  A General tab is also available.  See the Action Pulldown Menu description for features.

· Newest First – Resorts the displayed events so that the most recent ones appear at the top of the window.

· Oldest First - Resorts the displayed events so that the oldest ones appear at the top of the window.
· Find – Allows the user to search for events by event type, source, category, and other filters.
To View an Event Log:

1. <Select> Start>Programs>Administrative Tools>Event Viewer.
2. To view a specific log, <Select> the log from the Event Viewer items listed on the left side of the window.  The logged events are displayed on the right side of the window.

3. To view detailed information about a listed event, <Double-Click> on the event to display the "Event Properties" window.  The Up and Down arrows may be used to scroll directly through the properties of all events in the list.  The file button below the arrows saves the displayed information to the Windows Clipboard.
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Figure 3‑16  Event Properties Window
To Open a Saved Event Log

1.
<Select> Start>Programs>Administrative Tools>Event Viewer.

2.
Without selecting any log on the left side of the window, <Select> Action>Open Log File. 

2.
Navigate to the saved log and <Double-Click> the file name to open it.

To Export an Event Log :

1.
<Select> Action>Export from the menu bar.  

2.
Select the log to save and navigate to the directory where you want to save the log.

3.
Accept the default file name or type in a different name if necessary.

4.
Accept the default file format (.txt) or select an alternate format from the drop-down list.  Select ".txt" to save the file for viewing by the Harris Help Desk.  Select ".evt" to save the file in a format that can be viewed using the Event Viewer.

5.
<Click> OK to complete the save and return to the Event Viewer window.

To Save an Event Log:

1.
<Select> the log from the listing on the left side of the window and <Select> Action>Save from the menu bar.

2.
Navigate to the directory where you want to save the log.

3.
Accept the default file name or type in a different name if necessary.

4.
Accept the default file format (.evt) or select an alternate format from the drop-down list.  Select ".txt" to save the file for viewing by the Harris Help Desk.  Select ".evt" to save the file in a format that can be viewed using the Event Viewer.

5.
<Click> OK to complete the save and return to the Event Viewer window.

To Clear an Event Log:

1.
<Select> the log from the listing on the left side of the window and <Click> Action>Clear All Events from the menu bar.  A pop-up dialog box appears, asking if you want to save the log contents before clearing it.  
2.
To save the log contents, <Click> Yes, enter a file name and file format, and <Click> OK.  To clear the log without saving, <Click> No.  Either action will return the user to the Event Viewer display.  




3.10 Backup and Restore Procedures

System Backup reduces the risk of losing data and reduces potential downtime.  In the event of a catastrophic failure, operator error, or malicious deletion of data, a system backup provides a snapshot of critical data at a previous point in time.  The snapshot data can then be restored to the system as a starting point for continued operations.

An FDS Backup saves a snapshot of the flight plan data and user preference data available on the FDS.  If necessary, this data can be restored from the backup tape to the FDS.

An OAWS Restore can be performed to transfer WMSCR alphanumeric data from an OAWS to another OAWS or to an AFSS

A WGS Backup saves a snapshot of the graphics products available on the WGS.  If necessary, these products can be restored from the backup tape to the WGS.

3.10.1 FDS System Backup and Restore

The FDS system backup script, FDSbackup, collects data from various files on the FDS, packages them up, and stores them on a 4mm tape in the FDS tape drive.  Backups should be performed as part of periodic maintenance and before any upgrade to the FDS software or database. 

The FDS system restore script, FDSrestore, restores data from a backup tape made with FDSbackup.  FDSrestore removes existing data and replaces it with the corresponding data  from the tape backup.  

NOTE:
All changes made to the data since the last backup will be lost! 

Only specific data on the FDS is backed up.  The FDSbackup script always backs up all data types, but an operator can select which data types to restore. 
NOTE:  Currently, Training Manager session data is not backed up.
3.10.1.1 FDS Backup Procedure

The FDSbackup script is a UNIX script that calls various FDS utilities to collect data from the various locations where it is stored.   Anyone with a UNIX account can run FDSbackup.  FDSbackup does not affect the normal operation of the FDS although there is probably an imperceptible impact to system performance.  A system backup only needs to be performed on one FDS since all of the collected data is stored on the shared disk array.

1. Place a tape in the tape drive.  Make sure the tape is not write-protected.

2. Log into the FDS as described above in Accessing the FDS 

3. Set the FDSBASE environment variable at the “fdsNxxx” prompt:  <Type>export(FDSBASE=/db and<Press> the Enter key.

4. Set the SRMDB environment variable at the “fdsNxxx” prompt:  
<Type>export(SRMDB=/db/duat/srm.cur and <Press> the Enter key.

5. Run the system backup script.  At the “fdsNxxx” prompt, 
<Type>FDSbackup and <Press> the Enter key.

Status information is displayed as the backup proceeds.   A final status line will indicate if the backup was successful or if an error has occurred.  Here is the output from a successful backup:


Backing up the view sequences.

Backing up pre-stored/pre-scheduled flight plans.

Backing up the local NOTAM data.

Backing up the FDC NOTAMs.

Backing up the user information.

Backing up the user preferences.

Creating the backup information file.

Backing up to tape

Backup was successful.


NOTE:  Since one of the data types backed up by the FDSbackup script is the user and password information, store the backup tapes securely.  

NOTE:  When the FDSrestore script is used to restore user information, it will be replacing all WINGS user and passwords with the values from the backup tape.  It is possible to restore the system to a state where no one knows their password from the time when the tape backup is made.  The OASIS helpdesk can reset a  user’s password  if this situation occurs.

3.10.1.2 FDS Restore Procedure

The FDSrestore script is a UNIX script which reads files from tape that were backed up with the FDSbackup script.  These files are then unpackaged and then used to replacing existing FDS data by using various FDS utilities.  The operator executing the FDSrestore script specifies command line options to select what data types should be restored.

When FDSrestore is used to restore WINGS user accounts, all users must be logged out of WINGS before running the FDSrestore script.

The FDSrestore script actually removes existing data and replaces it with data backed up in the past.  Any changes made to the system since the time of the last backup would be lost.   Because of the potential for loss of data, the FDSrestore script requires a UNIX root account to execute. 

1. Place a tape in the tape drive.  

2. Log into the FDS as described above in Accessing the FDS.  The user must have root access.

3. Set the FDSBASE environment variable at the “fdsNxxx” prompt:  <Type>export(FDSBASE=/db and<Press> the Enter key.

4. Set the SRMDB environment variable at the “fdsNxxx” prompt:  
<Type>export(SRMDB=/db/duat/srm.cur and <Press> the Enter key.

5. If restoring WINGS users (-user or –all options), verify all WINGS users have logged out of the system. 

6. Determine what data types you wish to restore.  These types are specified on the command line when executing the FDSrestore script.  More than one option may be specified at a time. 

Table 3‑10  Command Line Options
	Option
	Data Type

	-vs
	View sequence information

	-fp
	Pre-stored flight plans for the particular site (including both scheduled and un-scheduled flight plans)

	-local
	Local NOTAMs and other data stored on the drive N:

	-fdc
	FDC NOTAMs including published/unpublished status

	-user
	WINGS User Ids and Password data including client assignment and functional position information

	-user_prefs
	User preferences stored on drive P:

	-all
	Restore all data types listed above


7. Run the system backup script.  At the “fdsNxxx” prompt,
 <Type>FDSrestore([option] and <Press> the Enter key.  Replace “option” with the options from the table above.

8. Verify the data types being displayed are the ones that should be restored.  If the data types are correct then  <Type>Y and <Press> the Enter key

The display is then cleared if the operator chose to continue the restore.  The tape header and status information is displayed as the restore proceeds.   A final status line will indicate if the restore was successful or if an error has occurred.  Here is the output from a successful restore using the “-all” option:

Tape contents:

DBVER : 230

BACKUPDATE : Tue Apr 23 18:43:55 GMT 2002

/srm/backup/FDC.gz

/srm/backup/VS.tgz

/srm/backup/presched.gz

/srm/backup/prestored.gz

/srm/backup/shared.tgz

/srm/backup/user.tgz

/srm/backup/usr_prefs.tgz

IMPORTANT!  Restoring data will destroy pre-existing data!

You have chosen to restore the following FDS data from a backup tape:

        - View sequences (/db/VS)

        - Pre-stored/pre-scheduled flight plans

        - Local NOTAMs (/shared)

        - FDC NOTAMs

        - User preferences (/usr_prefs)

        - User information (user accounts, functional positions...)

Restoring these data types will remove any pre-existing data of each of these data types.

Verify all users are logged out of WINGS before continuing.

Do you wish to continue (y/n)?

Reading backup files from tape.

Restoring view sequences.

Restoring pre-stored/pre-scheduled flight plans.

Restoring local NOTAM data.

Restoring FDC NOTAMs                                  

Restoring the user information.

Restoring the user preferences.

Restore was successful.

NOTE:  As a safety precaution, always do a backup after a system upgrade.

3.10.2 OAWS Restore

This process can be performed on NT Servers and on OAWS.

3.10.2.1 OAWS Restore Procedure

The steps to restore WMSCR alphanumeric data from an OAWS to an AFSS or to another OAWS are detailed below.

To Restore AFSS WMSCR Data From an OAWS

1.
<Double Click> on the OARR icon on the NT Server.

2.
In the OARR window, select the serving OAWS (AND or SEA) and specify the number of hours to restore.

NOTE: The amount of data restored is all data from the current hour (XX:00 – end of restoral) + number of hours to restore.

3.
Notify WMSCR to turn off the WMSCR data feed.

4.
<Click> the Start button in the OARR window.

5.
On the local NT Server, wait for the Finish button to be enabled and the data time to be within one minute of the current time in the OARR window.  

NOTE:  The amount of time that an A/N restoral takes is dependent upon the amount of hours to be restored. 

6.
Notify WMSCR to restart the data feed.

7.
<Click> the Finish button, and  <Click> OK to confirm that the restoral is complete.

To Restore an OAWS from another OAWS (Anderson and Seattle only)

1. <Double Click> on the OARR icon on the OAWS.

2. In the OARR window, select the serving OAWS (AND or SEA) and specify the number of hours to restore.

NOTE: The amount of data restored is all data from the current hour (XX:00 – end of restoral) + number of hours to restore.

3. Notify WMSCR to turn off the WMSCR data feed.

4. <Click> on the Start button in the OARR window.

5. On the local OAWS, wait for the Finish button to be enabled  and the data time to be within one minute of the current time in the OARR window.  

NOTE:  The amount of time that an A/N restoral takes is dependent upon the amount of hours to be restored. 

6.
Notify WMSCR to restart the data feed.

7.
<Click> the Finish button, and  <Click> OK to confirm that the restoral is complete.

3.10.3 WGS Backup and Restore

This section contains detailed steps for performing backup and restore procedures for the WGS.  "Telnet" is used to access the WGS from the Backup NT Server (NT-2).

To Telnet to the WGS from the Backup NT Server:

1.
At the Backup NT Server (NT-2), <Select> Start>Programs>Accessories>Command Prompt

2.
At the Command Prompt, <Type> "Telnet(xx.xxx.xxx.15" (where xx.xxx.xxx is equal to the Site IP address for your location and 15 is equal to the WGS IP Address).

3.
At the login prompt, <Type> the appropriate non-privileged Username and Password for the WGS.  

4.
At the prompt, <Type> su(–(Username (privileged) followed by the Password when prompted.  Upon successful login, the WGS should respond with the # prompt.

To log off the WGS using Telnet:

1.
When finished, <Type> exit at the prompt and <Press> the Enter key to log off of the privileged user account.

2.
<Type> exit at the prompt and <Press> the Enter key to log off of the non-privileged user account and end the Telnet session. 
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	3.
<Click> the X button to close the Command Prompt window.


3.10.3.1 WGS Backup Procedure

To perform a backup of the WGS follow the steps below.

1. Telnet to the WGS and log on with your privileged user account.

2. Insert the tape media into the drive on the Sun Blade server

3. At the prompt, <Type> WGS_backup.sh to perform a backup of the user graphics


The following directories and products will be stored onto the tape:

/usr/reap/data/import/processed


/usr/reap/data/import_gphs

/usr/reap/data/apg/import_gphs

/usr/reap/data/apg/products/LOCAL_GRAPHICS

/usr/reap/data/apg/products/_IMPORT_GPHS

4. Verify that the products being stored are listed in the xterm window as they are tarred up.  When the backup is complete a confirmation message will be displayed.

5. Once the backup is complete, push the eject button on the tape drive to retrieve the tape.

6. Log off the WGS and close the Telnet session.

3.10.3.2 WGS Restore Procedure

1. Telnet to the WGS and log on with your privileged user account.
2. Insert the tape media containing backup data into the drive on the Sun Blade server

3. At the prompt, <Type> WGS_restore.sh to perform a restore

4. Verify that the tape header information is correct

5. If the tape header information is correct, respond to the prompt to continue or discontinue the restore process.  

The following directories and products will be restored onto the system:  Any data contained in the following directories will be removed or overwritten:

/usr/reap/data/import/processed


/usr/reap/data/import_gphs

/usr/reap/data/apg/import_gphs

/usr/reap/data/apg/products/LOCAL_GRAPHICS

/usr/reap/data/apg/products/_IMPORT_GPHS

6. <Type> a “y” to continue with the restore process.  <Type> a “n” to abort the restore process.

7. Verify that the products being restored are listed in the xterm window as they are untarred to the appropriate area.  When the restore is complete a confirmation message will be displayed.

8. Once the restore is complete, push the eject button on the tape drive to retrieve the tape.

9. Log off the WGS and close the Telnet session.

3.11 Administrative Functions

3.11.1 Functional Assignment XE "Functional Assignment" 
In this window, users logged on as Supervisor or Administrator are able to grant permission to perform functions on the system.  These users can create new functional positions or can delete old ones.  Also, they can assign abilities to functional positions in this field.  Some of the permissions that can be assigned are; print, logon, XE "Logon"  logoff, XE "Logoff"  change passwords, file flight plans, activate flight plans, etc.

Functional Positions include Supervisor, Administrator, Maintenance, XE "Maintenance"  Training, Remote, Other, and whatever else may be necessary.

The following procedures assume that the user is logged on the AFSSWS WINGS application as Supervisor or Administrator.

To Enter Functional Assignments:

1.
On the menu bar at the top of the WINGS screen, select Status> Assignments>Functional.  The Functional Assignments window is displayed, as shown in the figure below.
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Figure 3‑17  Functional Assignments Window

The remaining functional assignment procedures may be performed from this point.

To Add a Functional Position:

1. <Click> the Add Position button.  The Add Functional Position window, shown in the figure below, appears.
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Figure 3‑18  Add Functional Position Window

2. <Type> the name for the new position in the labeled text box.  

3. Select Initial Capabilities from the list box.
4. <Click> OK.

5. Repeat steps 1 – 4 for each Functional Position to be added.

NOTE:  A Maximum of 32 functional positions can be defined at a facility.

NOTE: Do not change the names of the EFAS and Inflight functional positions.  The Briefing Log dialog box defaults will be impacted.

To Add a Function to the Position:

1.
<Click> the blank space in the functional position column that corresponds to the capability (listed in rows) to be added for the position.

2.
After making the desired changes, <Click> OK.

3.
Repeat steps 1 and 2 for each Functional Position to be changed.

To Delete a Functional Position:

1. <Select> the Functional Position to be deleted.  This will place a red X by the name.

2. <Click> Delete Position.

NOTE:  If you don’t select a position, a warning will appear telling you to mark the position before clicking Delete Position.

3. The following message window will display:

Are you sure you want to delete this functional position?

4. <Click> OK.

5. Repeat steps 1 – 4 for each Functional Position to be deleted.

To Exit the Functional Assignment XE "Functional Assignment"  Window:

1.
<Click> OK to exit the Functional Assignment window.

3.11.2 User Assignment XE "User Assignment" \r "D2HBUser_Assignm9" 
User Assignment allows Supervisor or Administrator users to add users and assign them to the functional position that has the permissions required for their tasks.  In this window, the Supervisor or Administrator can also delete users and unlock a user that has become locked out. 

The following procedures assume that the user is logged on to the AFSSWS WINGS application as Supervisor or Administrator.

To Enter User Assignments:

1. On the menu bar at the top of the WINGS screen, select Status> Assignments>User.  The User Assignments window, shown in the figure below, is displayed.  The remaining user assignment procedures may be performed from this point.
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Figure 3‑19  User Assignment Window

Add a User:

1. <Click> on the Add User XE "Add User"  button.  The Add User window appears.

2. <Type> the User ID in the labeled text box.

3. <Type> the Password in the labeled text box.

NOTE:  The Password must be between 6 and 8 characters long

4. <Verify > the Password in the labeled text box.

5. <Click> OK.

6. Repeat steps 1 – 5 for each user to be added.

NOTE:  A maximum of 200 users can be defined at a facility.

Adding User Permissions:

1.
<Click> the functional position to which the user is to be assigned.

2.
<Click> OK.

3.
Repeat steps 1 and 2 for each user’s permissions to be changed.

Delete a User:

1.
<Select> user by clicking on the name.  A red X will appear by the name.

2.
<Click> the Delete User button

The following message will display:

Are you sure you want to delete this user?

3.
<Click> OK.

4.
<Click> OK to exit.

5.
Repeat steps 1 –4 for each user to be deleted.

Unlock User:

If a user fails to logon XE "Logon"  a preset number of times and the logon function indicates that Logon is locked, he must contact the System Administrator.  The System Administrator will perform this procedure to unlock that user’s logon. 

1. <Select> the user that needs to be unlocked (a Locked icon will be displayed adjacent to the user name).

2. <Click> the Unlock User button

3. The following message window will display:

User assignment data changed successfully

4. <Click> OK.

5. Repeat steps 1 – 4 for each user to be unlocked.

Exit User Assignment: XE "User Assignment" 
1. <Click> on the OK button.

3.11.3 Modify Parameters

Each site can modify its own user and facility parameters.

To Modify Parameters:

1. On the menu bar at the top of the WINGS screen, <Select> Status>Parameters.

2. To view or modify parameters, <Select> Facility, User or ARTCC from the list. Parameters vary based on which option is selected.  Values that are grayed out in the Facility or ARTCC Parameter windows can not be modified.
3.11.3.1 Facility Parameters

In the Facility Parameters window, you can view the values for a variety of parameters, such as FSS Xmit time, proposed flight plan drop interval, and FDS and DUAT XE "DUAT"  logon attempts.  The only item that can be modified in this window is Value. 
To Modify a Facility Parameter:

1. <Select> the parameter you wish to change from the list and <Click> Modify.

2. In the Facility Parameter Update window, illustrated below, <Type> the new number or label in the Value box.

3. <Click> OK to accept the change or Cancel to exit without saving.
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Figure 3‑20  Facility Parameters Update Window
3.11.3.2 User Parameters

In the User Parameters window, you can activate or deactivate the Audible Alarm and configure Contacts and Briefings.  The Contact Configuration allows selection of Max Number of Entries, and of Inflight, Flight Watch, or Both.  The briefing configuration can be changed in the following areas: Route Corridor, Area Radius, Winds Aloft Corridor, SPECI Time Interval, and SUA Radius.
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Figure 3‑21  User Parameters Window
To Modify User Parameters:

1. <Click> the check box or radio button to select or deselect the alarm or parameter you want to change.  
OR

2. <Click> the up or down arrow to adjust the value in the box corresponding to the item you want to change.
3. <Click> OK to accept the changes or Cancel to exit without saving.
3.11.3.3 ARTCC Parameters

In this window, you can view the following information about ARTCCs: ID, computer ID, Name, Auto address, Manual address, Response address, X.25 address, Phones 1 or 2, and Xmit Time.  The only value that can be modified in this window is the Xmit Time.
To modify the Xmit time:

1. <Select> the ID you want to modify and <Click> the Modify button.  This will open the ARTCC Update window, shown in the figure below.
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Figure 3‑22  ARTCC Update Window
2. <Enter> the new value for Xmit Time.

3. <Click> OK to accept the change or Cancel to exit without saving.
4.  <Click> Cancel to close the ARTCC Parameters window.
3.12 System Monitor

3.12.1  XE "Alerts" Alerts

The Alerts list is used in conjunction with HP OpenView to monitor system performance.

To Display the Alerts List

1. On the menu bar at the top of the WINGS screen, select Status>Alerts.  The Alerts List window shown in the figure below is displayed.
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Figure 3‑23  Alerts List Window

In this window, a list of the active alerts is displayed.  You can perform several functions: delete all of the alerts, delete an entry, or expand an entry.
NOTE:  Closing the Alerts List Window will delete all entries.
To Delete all:

1. <Click> the Delete All button.

To Delete an entry:

1. <Select> the entry to delete.

2. <Click> the Delete Entry button.

3.12.2 HP OpenView XE "HP OpenView" \r "D2HBHP_OpenView15" 
HP OpenView is a COTS network management application developed by Hewlett Packard that is used to monitor the health and status of the OASIS site, and to provide a visual alarm XE "Alarm"  upon detection of a problem or failure.  The agent software, referred to as the Local Network Manager, resides on the Backup FDS and runs HP OpenView locally at each AFSS to monitor the status of all network-visible components connected to the site’s LCN.  The National System Manager utilizes an HP Workstation located at the Harris Weather Product Support Center to monitor and control the agents’ systems status at all AFSS sites.  If FDS-2 is inoperable (system is down) for the local site, the Harris Help Desk can not monitor the site health until FDS-2 is operational.

Each site is limited to two OpenView software user licenses that can be run simultaneously.  This limitation is due to the number of eXceed licenses available to each site, which is currently three.  One eXceed license is dedicated to the WGS for NexREAP.

The LCN and network-visible devices are represented in OpenView as a map and include the following OASIS equipment:

· Flight Data Servers XE "Flight Data Servers"   

--  Disk
· Weather Graphics Server

--  Disk Partitions

--  Queues


--  Unisys Modem (Comstream)


--  Harris Modem (EF Data)


--  Log Files

· NT Servers

· Ethernet Switches

· AFSS Workstations

· DUAT Access Servers 

· Encryption Boxes 

· Network Printers 

· OASIS Alphanumeric Weather Server (OAWS)

Under normal operating conditions monitored devices will appear as green icons within the Network Map.  When a device within the monitored system exceeds its pre-established thresholds, such as network collisions or CPU utilization, it will display as yellow, indicating a potential problem.  When a hardware or software device is malfunctioning, its graphical representation on the map will turn red to indicate a failure.  Upon a failure or potential problem within the monitored system, the HP OpenView software has the capability to call the National System Managers running at the Weather Product Support Center to display the alarm.  
HP Openview also monitors the EF Data and Comstream Satellite receivers via the WGS.  The red patch cables in the maintenance patch panel connect the Com ports on the WGS to the EF Data and Comstream ports.
Table 3‑11  HP OpenView Indications

	MONITORED EQUIPMENT
	GREEN INDICATION
	YELLOW INDICATION (could mean)
	RED INDICATION  (could mean)

	Flight Data Server
	Operating Normally
	Degraded network performance

Degraded CPU performance

Disk space limitation warning
	Powered-off

Rebooting

Not operational (hung S/W)

Failed/broken hardware

No network communications

	· * Disk
	Operating Normally
	NA
	Failed Hard Disk in cluster

	Weather Graphic Server


	Operating Normally
	Degraded network performance

Degraded CPU performance
	Powered-off

Rebooting

Not operational (hung S/W)

Failed/broken hardware

No network communications



	· Disk Partitions

· Queues

· Unisys Modem (ComSteam)

· Harris Modem (EF Data)

· Log Files
	Operating Normally

Operating Normally

Operating Normally

Operating Normally

Operating Normally
	Partitions exceed pre-set threshold

Queues exceed pre-set threshold

NA

NA

NA
	Disk partitions at 100%

Queues at 100%

No carrier detect or signal strength too low

No carrier detect or signal strength too low

Files are not updating on schedule

	NT Server
	Operating Normally
	Degraded network performance

Degraded CPU performance
	Powered-off

Rebooting

Not operational (hung S/W)

Failed/broken hardware

No network communications

	Ethernet Switch
	Operating Normally
	Degraded Network performance
	Powered-off

Failed Port

Failed Switch (will likely cause other Red indications)

	AFSS Workstation
	Operating Normally
	Degraded network performance

Degraded CPU performance
	Powered-off

Rebooting

Not operational (hung S/W)

Failed/broken hardware

No network communications

	DUAT Access Server
	Operating Normally
	Degraded network performance
	Powered-off

No network communications

Failed/broken hardware

	Encryption Boxes
	Operating Normally
	Degraded network performance
	Powered-off

No network communications

Failed/broken hardware

	Network Printer
	Operating Normally
	Not applicable
	Powered-off

No network communications

Failed/broken hardware

	OAWS
	Operating Normally
	OASIS requires restoral
	OAWS App Down

WAN Down

WMSCR Down


*  If no faults have occurred, the oval icon representing the Flight Data Server disk may appear medium blue.
Two other operational colors may be seen on maps but should not be seen on child (device) symbols as follows:

· Light Blue:  Warning – (Cyan) the status of all device symbols, except one, is normal.  May indicate an interface problem rather than a device problem. 

· Orange:  Major - the status of all device symbols are NOT normal, except one.

Under abnormal or undefined circumstances, such as testing,  equipment down or  running in a degraded state,  awaiting repair,  or other situations where the equipment may not be fully operational, additional “administrative” colors may be seen in HP Open View.  The administrative colors are defined as follows, but should not be seen under normal operating conditions:

· White:  Unmanaged - this device or object has been unmanaged or turned-off in HP OpenView.

· Brown:  Disabled - similar to unmanaged, this device or object has been disabled or turned-off in HP OpenView.

· Tan:  Testing - this device or object is undergoing temporary diagnostic or maintenance procedures.

· Magenta:  Restricted - this device or object’s status may not be available to all users.
To utilize HP OpenView, the user must login to the WINGS application and start OpenView through the Status menu to gain access to the following 3 map levels:

· Internet Level Map - displays the site’s LCN as a single icon.  Also displays both Flight Data Servers and the dedicated 10 B-T Heartbeat Network that connects the two FDSs.

· Network Level Map - displays the Ethernet Switches XE "Ethernet Switch"  which make up the LCN and the network-visible devices connected to the LCN.  However, at this level the network-visible devices are displayed generically as segments and do not provide a logical identifier.

· Node Level Map - displays the specific devices connected directly to the LCN and provides a hostname or logical name identifier for the devices.

Upon starting HP OpenView, the Network Level Map, illustrated below, is displayed.  To navigate down to the Node Level Map, <Double-click> on an icon.  To navigate up to the Internet Level Map, use the up arrow icon on the OpenView Toolbar.  Clicking on the House-shaped icon within the Toolbar returns the display to the Network Level Map.
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Figure 3‑24  System Monitor Window, Network Level View
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Figure 3‑25  System Monitor Window, Node Level View

Monitoring HP OpenView:
The following procedure assumes that WINGS is active on the monitor being used.

1.
From WINGS, <Select> Status>System Monitor on the tool bar to open HP OpenView via the Hummingbird eXceed application.


The Network Level Map is displayed as a group of interconnected green, yellow, or red icons.  A green icon indicates that the device represented by that icon is functioning normally.  A yellow icon indicates that the device has a potential problem.  A red icon indicates that the device has failed.

2.
<Double-Click> on the suspect icon to display the node-level window.  This window displays the devices attached to this node, usually a workstation and a switch, one or both of which will be the color of the originating icon.

3.
If further fault verification is required, <Click> once on the icon to <Select> the affected device.  Perform the Ping procedure, as needed to determine connectivity:

a. <Click> Fault>Ping to interrogate the device.

The Ping window displays a series of acknowledgements if the device is operational.  If no acknowledgements are returned, the device could not be interrogated through the LCN.  This indicates that the cable and its connections are suspect.

b. <Click> Stop to halt the Ping process.

c. <Click> Close to exit the Ping window and return to the node-level window.  

4. If event verification is required, <Click> once on the icon to <Select> the affected device.  Perform the Events procedure, as needed:

a. <Click> Fault>Events to view the events associated with that device.  The Error Alarms Browser window displays each event in terms of Ack Severity, Date/Time of Event, Source of Event, and Event Message.  The Severity column is also color coded to show the Alarm Category.  
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Figure 3‑26  Error Alarms Browser

Table 3‑12  Event Severity
	Severity
	Network Status
	Action

	Critical
	Network Node is down
	Troubleshoot or call the Harris Help Desk.

	Major
	Network Node degraded
	No action necessary unless the condition persists.

	Minor
	Network Node degraded
	No action necessary unless the condition persists.

	Warning
	Network Node degraded
	No action necessary unless the condition persists.

	Normal
	Network Node operational
	No action necessary.


NOTE:  If a network node is Critical or Warning, <Select> the affected device for further detail.

b. Either All alarms or an individual category of alarms can be displayed by selecting the corresponding button in the Alarm Category window.
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Figure 3‑27  Alarm Categories
c. When finished, <Click> File>Close in the Error Alarms Browser window to close it and return to the node-level map window.

5.
<Click> the up arrow icon on the toolbar to return to the network map (up one level).

6.
<Click> the icon on the left end of the toolbar to exit the network map window.  The blank eXceed window is displayed.

7.
<Click> the X in the upper right corner of the eXceed window to exit and return to WINGS.

3.12.3 Configuring HP OpenView

Configuration of OpenView will be performed by the Harris Help Desk.  If it appears that a reconfiguration is necessary, call the Harris Help Desk.
3.13 NOTAM CLEANUP  

A NOTAM Summary is transmitted 4 times daily at 0020, 0620, 1220, and 1820 UTC by WMSCR.

When NOTAM cleanup procedures are initiated, the transmission time of each NOTAM under a NOTAM reporting facility is examined to determine if it was received in the last NOTAM summary.  If it was not received in the NOTAM summary, a request for the reporting facility’s NOTAM D messages is sent to WMSCR.  WMSCR either responds with “NO REPORT AVAILABLE” or a list of NOTAM D reports for the reporting facility.


NOTE:  The Watch Supervisor/CIC position at 0040, 0640, 1240, and 1840 UTC shall execute the NOTAM Cleanup. If someone other than the Watch Supervisor/CIC accomplishes the NOTAM Cleanup, notify the Watch Supervisor/CIC for entry in the Daily Log.

NOTAM CLEANUP PROCEDURES:

1.
Verify that a NOTAM Summary has been received from WMSCR.

a.
<Select> Reports>Event Reconstruction (EVR), to open the Event Reconstruction Request window.   
b.
<Select> Weather Data Received for the History Type, change the Start and Stop times for the summary report, and <Type> the search string  (If searching for the 1220 summary you could use NOUS12 or 1200-1240.)  If a summary has been received, it will be retrieved in the Event Reconstruction Report.  
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Figure 3‑28  Event Reconstruction Request Dialog Box
c.
Verify the ending time in the Event Reconstruction Report to confirm that the summary has been completed.   In the example below we searched until 1240 and the last message received was at 12:22:26.  Therefore, the summary has been received in full.
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Figure 3‑29  Event Reconstruction Report
2.  Perform NOTAM Cleanup.

a.
From the Transmit Data menu, select WMSCR Request/Reply or select the icon: 
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Figure 3‑30  WMSCR Request/Reply

b.
In the WMSCR Transmit Request dialog box,  <Select> NOTAM CLEANUP for the RR Type, <Select> NOTAM CLEANUP for the RR Text, and then <Select> Transmit.  You will receive one of two possible confirmation messages.
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Figure 3‑31  WMSCR Transmit Request

c.
If the NOTAM cleanup request is transmitted successfully and the cleanup  is complete, the following message will be received:
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Figure 3‑32  Transmit Complete Message
d. If the NOTAM cleanup request is transmitted successfully but is not complete, the following message will be received:
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Figure 3‑33 WMSCR Cleanup Request Limit Exceeded
e.

Re-transmit the NOTAM CLEANUP only after the WMSCR updated list has been received. 
NOTE:  If you don’t wait for the response from WMSCR you will just repeating the previous request.

This procedure will have to be repeated until the only message received is the confirmation message “WMSCR Transmit Request sent to FDS successfully”.
NOTE: Additional CLEANUP requests are necessary when more than one (the current default value) NOTAM file in the database was found to need updating.  The “Cleanup Request Limit Exceeded” message will repeat itself until no NOTAM files are left for updating.  If an excessive number of requests are needed (>40), a request should be made to WMSCR for a re-transmit of the latest NOATM summary. 
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