1. Introduction

1.1 Purpose

This is the System Operations Manual for the Operational and Supportability Implementation System (OASIS), diagrammed in the figure below.  The purpose of this manual is to provide operational procedures for OASIS System Administrators and Site Supervisors.  
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Figure 1‑1 Operational and Supportability Implementation System (OASIS)

This manual provides a set of instructions for performing system level administration functions.  These functions include such activities as:

· Booting the OASIS servers and their respective operating systems

· Implementing and monitoring the server tools and utilities

The Operations manual also provides references to other manuals, as required. 

1.2 General Information

1.2.1 Manual Layout

The OASIS System Operations Manual provides information and procedures for booting, operating, and monitoring OASIS equipment, software and associated peripherals and software components.  The layout of the System Operations Manual is:

· Chapter 1 - Introduction:  Purpose of the manual; general information about the manual, supporting documentation, and a general overview of OASIS.

· Chapter 2 - Software Description:  Overview of the OASIS software; detailed description of the software by sub‑system, and system‑level administrator functions, such as system startup XE "Startup"  and shutdown, XE "Shutdown"  reboot/recovery.

· Chapter 3 - System Operations:  Provides system‑specific procedures, such as system startup, shutdown, and reboot.

· Chapter 4 - Flight Data Server (FDS) Subsystem:  Overview of the FDS‑specific software, and detailed information on using the FDS software, including startup/shutdown procedures, administrative functions, and general system operations.

· Chapter 5 - Vendor Weather (VW) Subsystem:  Operating information on using the Vendor Weather software, including startup/shutdown procedures, system administration, and general system operations.

· Chapter 6 - Local Communications Network (LCN) Subsystem:  Overview of the LCN subsystem and administrative procedures for the local and remote Automated Flight Service Station (AFSS) workstations and the NT Servers.

· Chapter 7 – Automated Flight Service Station Work Station (AFSSWS) Subsystem:  Overview of the AFSSWS software, such as WINGS and HP OpenView XE "HP OpenView" \r "D2HBHP_OpenView3"  and the administrative procedures associated with this subsystem.

· Chapter 8 – OASIS Alphanumeric Weather Server  (OAWS) Subsystem:  Information concerning setup and configuration, maintenance procedures and testing and verification procedures as they apply to the OAWS.
· Chapter 9 - Training Manager: Operating information for the OASIS Training Simulator, XE "Training Simulator" \r "D2HBTraining_Sim3" 

 XE "Training Simulation" \r "D2HBTraining_Sim3"  including operating procedures for the simulator modes, for message requests, script edits, and script transmissions. 

· Appendix A  IP Addressing XE "IP Addresses" 
· Appendix B  Fault Isolation: XE "Fault Isolation"   Fault Isolation procedures for selected OASIS subsystems and components.

· Appendix C  Interface Status List Messages: The Interface Status List monitors OASIS internal and external interfaces 
· Appendix D  Operational Concern and Informational Alerts: The Alerts List presents important messages regarding the state of  OASIS

· Glossary of Terms 

1.2.2  XE "Conventions" Conventions Used in this Manual

Conventions used in this manual are listed below.

· <Action Command> - Times New Roman, 10 pt.  Ex:  <Click> on the File pull‑down menu.

· Point of Action or Keyboard Key - Arial, 10 pt., bold.  Ex:  <Click> on the OK button or <Press> the Enter key.

· Start>Menu>Path - Arial, 10 pt., bold.  Ex:  Using the Start button, <Select> Start>Settings>Control Panel to display the Control Panel dialog box.

· filename, directory location, or words of emphasis  - Times New Roman, 10pt, italics.  Ex:  The user must be in the user/wind/install directory to launch setup.exe.

· software command - Times New Roman, 10 pt., bold, italics.  Ex:  At the UNIX prompt, <Type> tail –f get to display the process receiving data.

· “literal text string or system response” - Times New Roman, 10 pt within quotes.   Ex:  Ensure that the partition “c0t0d0s2” exists.  or The system will respond with the “login:” prompt.

1.2.3 Notes and Helpful Hints

Notes provide additional information, insight, and tips for understanding the functions being performed, as well as cautionary or warning statements that need to be read carefully.

NOTE:  This is an example of a note.  Notes provide additional information to assist in understanding the topic or to call attention to a point of emphasis.

CAUTION:  This is an example of a caution statement.  A caution statement highlights an operation, step or procedure which, if not strictly observed, could result in damage to or destruction of equipment.

[image: image2.wmf]WARNING


WARNING:  This is an example of a warning statement.  A warning statement highlights an operation, step or procedure which, if not strictly observed, could result in injury or death of personnel.

Helpful hints are included in the left margin and indicate a note of interest, reference another section or book, and highlight important information that may otherwise be missed.  This information is generally categorized by the symbols listed below.

    Important

    Hot Tip 

    Call Harris Helpdesk XE "Helpdesk" 
    See Another Document

1.2.4 Supporting Documentation

The table below lists the documents and manuals referred to and used during the development of this OASIS System Operations Manual.

Table 1-1.  Supporting Documentation

	 Title
	 Publisher/Address

	OASIS System Maintenance XE "Maintenance"  Manual
	Harris Corporation
Government Communications Systems Division
P.O. Box 37
Melbourne, FL  32902-0037 USA

	WINGS System Users Guide
	Harris Corporation
Government Communications Systems Division
P.O. Box 37
Melbourne, FL  32902-0037 USA


1.3  XE "System Administration" \r "D2HBSystem_Admin3" 

 XE "System Administrator" \r "D2HBSystem_Admin3" System Administration Tasks

The system administrator’s tasks are defined in step‑by‑step procedures with results for each task.  In most cases, the task’s procedures are performed in the Windows environment; however, some procedures use UNIX command-line statements and declarations to perform their tasks.

System Administration tasks include:

· Weather Graphics Server (WGS)

-  Set up radar site selections and products 
-  Monitor  neX-REAP Processes
-  Perform tape backup procedures

· Unisys Gateway XE "Unisys Gateway"  Workstation

-  View system status

· Set up remote workstation XE "Remote workstation"  

· Set up user accounts XE "User account" 
-  NT user 

-  WINGS user

· Administer passwords

· Monitor failed components

-  Review Event Logs XE "Audit Logs" 
· Load new software

· Load 56‑Day updates XE "56-Day updates" 
· Monitor HP OpenView

· Configure Weather Backup graphics

· Backup/Restore local graphics

· Backup/Restore FDS files
System Logon

Many system administration tasks require access to the root (privileged user) accounts of the various servers.  However the OASIS systems are very sensitive to any use of these root accounts, as these accounts allow access to all functions of the software.  In order to increase security and limit possible unauthorized access to the root accounts, logon XE "Logon"  to these accounts has been restricted to specific consoles within the OASIS system.  These restrictions have been implemented as follows:

· FDS-1 and FDS-2 – log on as a privileged user.  This XE "Logon as root"  is allowed only from NT Server 1 and NT Server 2 when patched as a console port.

· WGS – log on as privileged user.

· Remote Access Servers (RAS) – log on as a privileged user.  This is allowed only from NT Server 1 and NT Server 2

· NT Servers – log on as a privileged user.

1.4 OASIS System Overview

OASIS provides the Federal Aviation Administration (FAA) with a single, integrated system that can acquire and display weather graphics products, flight plan processing, emergency services, law enforcement, administrative and supervisory capabilities, flight planning and regulatory information, and system maintenance functions.

The OASIS design is an integration of Commercial Off-The-Shelf (COTS) and Non-Developmental Item (NDI) components.  All hardware components are COTS and all software components are a combination of COTS and NDI software, with additional enhancements.  OASIS uses commercial Personal Computers (PC), UNIX servers, and Local Area Network (LAN) networking components configured in open system architecture.  This eliminates the supportability and capacity problems that result from the use of custom hardware and proprietary software. 

OASIS uses existing FAA resources where practical.  For instance, OASIS uses the National Airspace Data Exchange Network (NADIN II XE "NADIN II" ) Packet Switched Network (PSN) to provide inter‑AFSS communications, and the Weather Message Switching Center Replacement (WMSCR) for transmitting and receiving alphanumeric (A/N) and aeronautical‑related weather products.  It also communicates effectively with other external systems. 

As shown in the figure below, both Harris and Unisys operate commercial weather hubs that collect and broadcast weather products via satellite.  
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 Figure 1‑2  OASIS Overview Depiction

Use of a satellite allows the data from both hubs to be received by a single antenna at all OASIS sites.  The Unisys Weather Hub provides Unisys Weather Data XE "Weather Data"  Service (UWDS) to the sites.  The UWDS is also known as NIDS (Next Generation Weather Radar [NEXRAD XE "NEXRAD" ] Information Dissemination Service).  The Harris Weather Hub provides Harris Weather Data Service (HWDS) data to the sites.

At the national level, OASIS will be installed at 61 operational AFSS sites through​out the Continental United States (CONUS XE "CONUS" \r "D2HBCONUS7" ), Puerto Rico, Alaska, and Hawaii.  

The operational sites consist of:

· AFSS sites (includes Puerto Rico and Hawaii)

· OASIS Alphanumeric Weather Server (OAWS) sites (Seattle, WA and Anderson, SC only)

· Direct User Access Terminal (DUAT XE "DUAT" \r "D2HBDUAT7" ) sites (Seattle AFSS and Data Transformation Corporation [DTC])

· Alaskan XE "Alaskan"  sites 

The non-operational sites and support facilities consist of:

· Two non-operational, FAA sites located at the William J. Hughes Technical Center (WJHTC) in Pleasantville, NJ and one at the FAA Aeronautical Center (FAAAC) located in Oklahoma City, OK.

· One non-operational Harris site located at the Harris Weather Product Support Center

· Harris Weather Hub

· Unisys Weather Hub

· Harris Help Desk

· Harris Depot

The following sections provide an overview of the configuration XE "Configuration" \r "D2HBConfiguratio8"  and operational capabilities of the six operational site categories, as well as the functions and capabilities of the non‑operational sites and support facilities.

1.4.1 Typical AFSS Sites

A typical AFSS site configuration has four major subsystems upon which all other site categories are based.  An additional subsystem, the OAWS, is located only at Seattle, WA and Anderson, SC.  As shown in the figure below, the hardware and software components of an AFSS site can be organized into the following subsystems:

· FDS Subsystem

· VW Subsystem 

· LCN Subsystem

· AFSSWS Subsystem

· 
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Figure 1‑3  OASIS CONUS Site Architecture

Flight Data Server Subsystem

The FDS hardware uses redundant symmetrical multiprocessor UNIX servers configured with either a SCSI or Fibre Channel high‑availability mirrored disk array to process flight planning activities.  Both versions of the disk array are illustrated in the FDS Subsystem figures below.  

The major software component is the Flight Data Server software.  This handles flight plan and A/N weather briefing transactions from networked specialist workstations, remote workstations, XE "Remote workstation"  and DUAT pilot terminals (for DUAT‑capable sites).  The FDS at each site handles messages to and from external sources through the NADIN II XE "NADIN II"  interface. These messages contain A/N weather and aeronautical data from WMSCR and exchange flight plan messages with other operational OASIS sites.

The FDS Subsystem consists of the HACC, a black and white and a color laserjet printer, and a pair of Uninterruptible Power Supplies (UPS) if site level UPS are not available.
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Figure 1‑4  Flight Data Server Subsystem- SCSI Disk Array
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Figure 1‑5  Flight Data Server Subsystem- Fibre Optic Disk Array

The servers and disk array are configured with MC/ServiceGuard software that provides fail‑over capability to create a fully redundant, high availability server configuration.  The FDS subsystem also contains two printers that communicate with the servers via the LCN Subsystem.

AFSS equipped with a facility Uninterruptible Power Supply (UPS) that meets the OASIS capacity requirement will not receive OASIS UPS.

Vendor Weather Subsystem XE "Vendor Weather Subsystem" \r "D2HBVendor_Weath10" 
The Vendor Weather Subsystem, shown in the figure below, provides each AFSS site with live weather graphics products, Global Positioning System (GPS)/Receiver Autonomous Integrity Monitoring (RAIM) Outage Reports (GROR), and time synchronization via the Network Time Protocol (NTP).
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Figure 1‑6  Vendor Weather Subsystem

The VW subsystem ingests live weather graphics data from the UWDS Hub in Kennett Square, PA and the HWDS Hub in Palm Bay, FL via satellite.  In addition to providing timely weather data, XE "Weather Data" \r "D2HBWeather_Data11"  the HWDS Hub also broadcasts GPS/RAIM outage reports and time synchronization signals.  The HWDS Hub receives GRORS twice a day using redundant modems for GPS/RAIM data and disseminates to the sites. A pair of GPS receivers has been added to the HWDS Hub to collect time synchronization signals that are coded into the HWDS data stream for distribution.

The VW Subsystems for the CONUS XE "CONUS"  AFSSs are configured identically.  For Alaska, Hawaii and Seattle, where additional sources of weather (WX) data are available, the VW Subsystem is adapted to make use of the additional resources.  

Local Communications Network Subsystem

The LCN subsystem, shown in the figure below, enables the other subsystems to communicate with each other and with other National Airspace Systems (NAS) via a redundant NADIN II XE "NADIN II"  interface.  In addition, the LCN provides secure multipurpose dial‑up interfaces for remote AFSS Workstation XE "AFSS Workstation" \r "D2HBAFSS_Worksta10"  dial‑in, XE "Dial-in"  weather dial‑backup, and fault reporting to the Harris Helpdesk XE "Helpdesk"  .
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Figure 1‑7  LCN Subsystem

AFSS Workstation Subsystem

The AFSSWS Subsystem, illustrated in the figure below, provides local specialists with a user‑friendly PC‑based Graphical User Interface (GUI) for performing weather and flight plan briefings.  Each position uses a PC workstation with dual monitors, running on a Windows platform.  These workstations provide specialists with an integrated display for flight planning and for flight briefing, alphanumeric, aeronautical, and graphical weather data.
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Figure 1‑8  AFSS Workstation Hardware Architecture

The functional capability of each workstation is controlled by the functional assignment XE "Functional Assignment"  selection during the login process.  AFSS workstations are also configurable as training workstations.

OAWS Subsystem

The OAWS continuously receives WMSCR data.  The OAWS provides access, storage, and restoral capability to transfer alphanumeric weather products to AFSSs that require WMSCR restoral.  WMSCR is a NAS system which provides OASIS with the capability to acquire alphanumeric weather data, Notice to Airmen and Pilot reports from the FAA and non-FAA sources.

[image: image10.png]OAWS

MONITOR

PC DESKTOP

VIDEO GRAPHIC CARD

CPU

HARD DRIVES

ETHERNET INTERFACE CARD

X.25 ROUTER CARD (EICON)

NADIN || <= —3 LCN

10/24/02
1608-144a





Figure 1‑9   OAWS Subsystem Hardware Architecture

1.4.2 OASIS  XE "DUAT" \r "D2HBDUAT12" DUAT Sites

The OASIS DUAT and DTC Weather Backup functions are not yet operational.

Seattle AFSS

The Seattle AFSS site, illustrated below, is one of two OASIS sites that make up the DUAT sites category.  At a site level, the Seattle AFSS consists of a Flight Data Server Subsystem, a Vendor Weather Subsystem, XE "Vendor Weather Subsystem"  and a Local Communication Network Subsystem that have been upgraded to handle additional functions.  These subsystems perform the same basic functions discussed earlier and additional functions that are unique to the Seattle AFSS.  The additional functions are supporting 120 DUAT dial‑ups, processing Alaskan XE "Alaskan" \r "D2HBAlaskan12"  Weather Data (AWD XE "AWD" \r "D2HBAWD12" ) and serving weather products for OASIS sites in the weather backup XE "Weather Backup" \r "D2HBWeather_Back13"  mode of operation.  

The FDS Subsystem features Flight Data Servers that have been upgraded to 4 Central Processing Units (CPU) to support the additional processing load of 120 DUAT users.  The VW Subsystem is upgraded with redundant hardware consisting of two WGS, two sets of satellite receivers, and an additional Unisys Gateway XE "Unisys Gateway"  PC.  The LCN Subsystem is augmented with a pair of DUAT access servers and a weather router for ingesting AWD.
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Figure 1‑10  Seattle AFSS Site

DTC DUAT Facility

The other DUAT site is the DTC facility, illustrated below.  The VW Subsystem for the DTC facility has the same hardware and software components as that of a typical AFSS and the redundancy of the Seattle AFSS VW Subsystem.  The only difference is that DTC’s VW Subsystem does not ingest and process Alaskan Weather Data.  

In addition to providing DUAT functionality, DTC, like Seattle AFSS, acts as a weather backup site for OASIS sites in the weather backup mode of operation.  DTC also provides a DUAT Helpdesk. XE "Helpdesk" 
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Figure 1‑11  DTC DUAT Facility

1.4.3 Alaskan sites

The Alaskan sites category consists of three AFSSs (Kenai, Juneau, and Fairbanks) and the Anchorage (ZAN) ARTCC.  OASIS uses the FAA’s Alaska NAS Interfacility Communication System (ANICS) network for communications between the ZAN ARTCC and the three AFSSs.

Anchorage ARTCC

The VW Subsystem at the ZAN ARTCC acts as a central VW Subsystem for the Kenai, Juneau, and Fairbanks AFSSs.  The VW Subsystem, illustrated below, receives weather graphics, lightning, and satellite products from the Weather and Radar Processor (WARP) for dissemination to the Seattle and the three Alaska AFSSs.
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Figure 1‑12  Alaskan Weather Data Flow

Alaskan AFSS Sites

The system level architecture for the three Alaskan AFSS sites features an FDS Subsystem, an AFSSWS Subsystem, and a modified LCN Subsystem.  The AFSS architecture is shown in the figure below.  The services provided by the basic FDS Subsystem and LCN Subsystem have previously been described.  
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Figure 1‑13  Alaskan AFSS Architecture

The LCN Subsystem is augmented with additional routers for ingesting weather products from the OASIS VW Subsystem at ZAN ARTCC, and then disseminating these products to the AFSSWS Subsystem.  The additional communications equipment also allows the sites to have dedicated communications links with the fourteen Alaskan FSSs that are using remote workstations. XE "Remote workstation" 
1.4.4 Harris Site

The Harris site is made up of the Harris Helpdesk, the Harris XE "Maintenance" \r "D2HBMaintenance15"  Depot, an OASIS support lab, and the weather hub. XE "Helpdesk" \r "D2HBHelpdesk15" 
Harris Helpdesk

The Harris Helpdesk in Melbourne, FL provides user support for operational and user‑related questions and problems, as well as maintenance support for system problems or equipment failures.  

The Helpdesk is a limited access facility requiring badged access with special privilege.  The Helpdesk also employs the following electronic security measures for securing remote monitoring XE "Remote Monitoring"  and control dial‑up connections from AFSS sites:

· Challenge Handshake Authentication Protocol for authentication

· Modem dialback upon successful authentication

· Password rules of 8 characters minimum which contain three of the following four types:

-  Uppercase letter

-  Lowercase letter

-  Number

-  Special character

· Data Encryption

The Helpdesk is operated 24 hours a day, 7 days a week, by a fully trained and qualified staff.  Upon receiving a call, the Helpdesk operators open a ticket, log the pertinent information, and disposition the call.  OASIS users can contact the Helpdesk by phone.

Harris Depot

Harris Corporation maintains a depot in Melbourne, FL that provides maintenance support to the field for the repair or replacement of OASIS Line Replaceable Units (LRU).  Failed LRUs will be returned to the Depot and dispositioned to determine when a supplier warranty is in effect, whether it is repairable or should be discarded, etc.  Based on a spares analysis, the Harris Depot maintains a full complement of LRUs to ensure that adequate quantities are available.  The Depot also provides OASIS consumable supplies.

OASIS Support Lab

One non-operational OASIS system is installed at the Harris facility in Melbourne FL.  It is used by Harris personnel to provide operational and maintenance support to the FAA throughout the life of the OASIS contract.  The OASIS at Harris provides problem resolution, hardware or software development, and test and evaluation of changes to the system.

1.4.5 Non‑Operational FAA Systems

Two non-operational OASIS systems are installed at the WJHTC for use by ACB-610 XE "ACT-223"  and AOS-540. XE "AOS"   One non-operational OASIS system is installed at the FAAAC for use by Academy personnel.

WJHTC

ACB‑610

The ACB system will be used to support interface development, assist in evaluating proposed hardware and software updates/technology refreshes with the OASIS NAS interfaces, and test and evaluate connectivity to other planned NAS improvements.  

AOS‑540

The AOS system will be used to:

· monitor, test and approve proposed hardware and software changes

· test the OASIS database updates prior to field release

· develop and maintain the FAA unique data files that will reside in the OASIS database

· assist and monitor the contractors’ efforts on Program Tracking Reports (PTR XE "PTR" )

· approve OASIS changes prior to field release.

FAAAC

The Academy system will be used by the FAA to develop OASIS operational and specialist training, conduct training courses and create a real-world training environment with the Training Simulator XE "Training Simulator" 

 XE "Training Simulation"  software.

1.4.6 Harris Weather Hub

The Harris Weather Hub, illustrated in the figure below, collects and processes meteorological data from multiple sources to provide a wide range of quality weather products and services that make up the HWDS.  This data is collected and assembled in the Harris Weather Hub in Palm Bay, FL and broadcast on a 1024‑kbps uplink to a satellite.  The Harris Hub receives weather data XE "Weather Data"  from the following sources:

· Geostationary Operational Environmental Satellites (GOES XE "GOES" \r "D2HBGOES17" ) East and GOES West imagery via satellite downlinks

· Lightning data from the National Lightning Data Network (NLDN) via a satellite downlink

· National Weather Service (NWS) NOAA Port via satellite downlink
· Meteosat satellite data

· Internet graphics from sources such as the Aviation Weather Center (AWC) and Canadian Meteorological Center (CMC).
· GPS/RAIM data from the GPS/RAIM Outage Reporting System (GRORS).
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Figure 1‑14 Harris Weather Hub

Products provided from the NWS via NOAA include:

· Public warnings and watches, and various hydrologic, agricultural, and miscellaneous forecasts and products.

· Observational data and forecasts covering the continental United States.   The information includes text messages, as well as surface and upper air observations that may be converted into graphic plots. 

· Worldwide coded observations, reports, and forecasts for maritime and aviation use.  The information includes text messages, as well as surface and upper air observations that may be converted into graphic plots.

· Global model‑derived forecasts and analyses, most of which are in the gridded binary (GRIB) format.  Analysis and forecasts are from the Nested Grid Model (NGM), Global Spectral Models (GSM), Rapid Update Cycle (RUC) model, and the Estimated Time of Arrival (ETA) model. 

· Graphical charts covering the northern hemisphere.

GOES East and GOES West Data

The National Weather Satellite Service (GOES satellites) locates and tracks hurricanes and other storms in the western Atlantic and eastern Pacific when they are more than 100 miles from a coastline.  The most useful data is provided from about 15 - 135 W longitude for GOES East, 75 - 180 W longitude for GOES West, and from about 70 N - 70 S latitude for both satellites.

1.4.7 Unisys Weather Hub

The Unisys Weather Hub collects NEXRAD XE "NEXRAD"  data from a WSR‑88D acquisition network designed for reliability and high availability.  The hub ingests doppler radar data from multiple NEXRAD (WSR‑88D) radars located throughout the CONUS. XE "CONUS"   the NWS FTP Server. The Unisys Weather Hub supplies all radar data collected from the NIDS, and builds and supplies radar mosaics.   The NIDS data and radar mosaics are broadcast to a satellite from the Unisys Weather Hub.  The NIDS radar products include:

· Reflectivity

· Mean Radial Velocity 

· Composite Reflectivity

· Echo Tops

· Velocity Azimuth Display Wind Profile

· Surface Rainfall Accumulations

· Vertical Integrated Liquid
· Layer Composite Reflectivity
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