4. Flight Data Server Subsystem

4.1 Overview

The FDS subsystem consists of a high‑availability computing cluster (HACC), a black and white printer and a color laser printer as shown in the figures below.  The HACC’s primary task is to process flight planning and A/N weather transactions from the networked specialist workstations, remote workstations, and DUAT XE "DUAT" \r "D2HBDUAT1"  pilot terminals for DUAT‑capable sites.  In addition, it handles messages received from and transmitted to external sources (e.g., WMSCR) through the NADIN II XE "NADIN II" \r "D2HBNADIN_II1"  interface via the LCN’s NT server.  The HACC’s secondary task is to record and play back operational data to selected AFSSWSs for training purposes.  

The dual FDS and associated peripherals operate using Flight Data Server software over an HP‑UX Operating System.  Operating instructions can be entered on an NT Server workstation which acts as the FDS system console.
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Figure 4‑1  Flight Data Server Subsystem with SCSI Disk Array
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Figure 4‑2  Flight Data Server Subsystem with Fibre Channel Disk Array

4.2 FDS Operating Procedures

The OASIS utilizes two Flight Data Servers and a Mass Storage System to provide  the functionality for the FDS Subsystem.  The primary Flight Data Server (FDS-1) is responsible for processing flight planning and A/N weather transactions from the networked specialist workstations, remote workstations, and DUAT pilot terminals for DUAT-capable sites.  FDS-1 handles messages received from, and transmitted to, external sources through the NADIN II interface.  The tasks of the secondary Flight Data Server (FDS-2) include recording and playback of operational data to selected AFSSWSs for training purposes, and monitoring the services provided by HP OpenView. XE "HP OpenView"   The FDS runs the following software applications:

· Flight Data software

· Training Server XE "Training Server"  software

· MC/ServiceGuard

· MirrorDisk/UX

· Samba

· HP OpenView

· HP-UX

· Anti-Virus

The following paragraphs provide procedures for:  accessing the FDS XE "Accessing the FDS" \r "D2HBAccessing_th2" 

 XE "FDS Access" \r "D2HBAccessing_th2"  using NT-2 workstation for startup/login, XE "Startup"   logout/shutdown, XE "Shutdown" \r "D2HBshutdown2"   rebooting a single FDS or restarting the cluster, failover XE "Failover"  and switchback. XE "Switchback" \r "D2HBSwitchback2"   The table below provides a list of FDS commands XE "FDS commands"  for performing these procedures.

Table 4-1  FDS Commands

	Command
	Description

	cmviewcl
	Provides status on the cluster, both Servers, and shows the node or Server that is running as the primary.  Within the display, the line that begins with “PACKAGE” and ends with “NODE” indicates which Server has the primary software enabled.

	cmhaltcl -f
	Halts the cluster.  Perform this command on the node or Server that is running as the primary.

	cmruncl
	Starts the cluster which starts both the primary and backup FDS software, and automatically defaults FDS-1 as the primary Server.  This command is typically run to perform switchback after both Servers are halted.  

	cmhaltnode -f fds#xxx
	Halts the FDS software on a single node or Server, when the FDS number (#) is included and xxx equals a valid Site ID.  Example:  The command cmhaltnode -f fds1acd  would halt FDS-1 at the Academy.  

If FDS-1 is halted the primary software will automatically failover and begin running on FDS-2.  However, if FDS-2 is acting as the primary, the switchback to FDS-1 is a manual effort requiring the user to halt FDS-2 or the entire cluster and restart the cluster using the cmruncl command.   

	cmrunnode fds#xxx
	Starts the FDS software on a single node or Server, when the FDS number (#) is included and xxx equals a valid Site Identifier.  Example:  The command cmrunnode  fds1acd  would start FDS-1 at the Academy. 

	shutdown  -h ## 

(## equals OPTIONAL number of minutes until shutdown begins)
	Gracefully shuts down the HACC and operating system to a single-user state and prepares the system for power off.  Optionally specify the number of minutes before shutdown begins; the default is 01 minute.  The Server being shutdown will immediately begin warning all users of the impending shutdown.  

	ps -usrm
	Views the processes running on a FDS.  When this command is used on the primary Server it should show at least 15 processes running.

	exit
	Ends the UNIX session and logs the user off the FDS.


4.2.1 Accessing the FDS

To access the UNIX operating system (HP-UX) on the Flight Data Servers, either NT Server can be utilized as an FDS system console.  However, when possible the support personnel should restrict their use to the Backup NT Server (NT 2), also called the Maintenance XE "Maintenance"  Position.  Accessing the FDS is accomplished by first connecting the Communication Port (Comm Port) of the Backup NT Server to the Console Port of the target FDS through the Maintenance Patch Panel.  When the NT Server is connected to the FDS Console port, users may then login and access the FDS Operating System using the Backup NT Server.

CAUTION:  Do NOT touch the screen of the flat panel color monitor with any object, including your hands; damage to the screen will occur.

Flat Panel Color Monitor Maintenance

NOTE: Before cleaning the monitor, unplug it from the electrical outlet.


· To clean the surface of the panel, lightly dampen a soft, clean cloth with water. 

· Do NOT use ketone type materials (ex. Acetone) and no chemicals should be used.  

· To clean the monitor cabinet, use a cloth lightly dampened with a mild detergent.

· Do NOT use benzene, thinner, ammonia, abrasive cleaners, or compressed air.

To access an FDS (1 or 2) from the Backup NT Server (NT-2):

1.
At the Maintenance Patch Panel, connect the backup NT Server (NT 2) to FDS-1 or FDS-2.

2.
At the Windows Desktop on NT-2, <Double-click> the HyperTerminal icon.

3.
<Double-click> the Flight Data Server.ht icon to access the HyperTerminal window.

4.
Within HyperTerminal window, <Press> the Enter key to display the “Console Login:” prompt.

5.
At the “Console Login:” prompt, <Type> the appropriate Username and Password to login to the FDS.  The FDS should respond with the “fdsNxxx” prompt (where N is equal to the server number and xxx is equal to the Site ID).

4.2.2 
To Change the FDS password 

Removed for Security Purposes
4.3  XE "Startup" 

 XE "FDS Startup" Performing FDS Startup/Shutdown/Reboot

4.3.1 FDS Startup

This procedure assumes that the NT Server is powered on and has been connected to the applicable FDS unit via the Patch Panel on the front of Equipment Rack 101.
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Figure 4‑3  OASIS Patch Panel

Startup (boot) the FDS from the NT Server using standard command‑line commands:

1. <Double-Click> the HyperTerminal folder icon.

2. <Double-Click> the Flight Data Server.ht icon.

3. Turn the Disk Array power to On.  Wait for about five seconds.

4. <Press> the applicable FDS power switch to On. 


A series of messages will appear on the NT Server window indicating that boot  up is in progress.  This process can take up to 5 minutes to complete.  When the system is finished booting, continue with the following steps.

5. Within the HyperTerminal window, <Press> Enter to display the “Console Login:” prompt.

6. At the “Console Login:” prompt, <Type> the appropriate Username and <Press> Enter.

7. At the “Password:” prompt, <Type> the appropriate Password and <Press> Enter.

8. At the “fdsNxxx” prompt, <Type> cmviewcl and <Press> Enter to ensure that the cluster is running.  The system should respond with the following display:

	CLUSTER
	STATUS
	
	
	

	cluster 1
	up
	
	
	

	
	
	
	
	

	NODE
	STATUS
	STATE
	
	

	fds1xxx
	up
	running
	
	

	
	
	
	
	

	PACKAGE
	STATUS
	STATE
	AUTO_RUN
	NODE

	fds_pkg
	up
	running
	enabled
	fds1xxx

	
	
	
	
	

	NODE
	STATUS
	STATE
	
	

	fds2xxx
	up
	running
	
	

	
	
	
	
	

	PACKAGE
	STATUS
	STATE
	AUTO_RUN
	NODE

	tfds_pkg
	up
	running
	disabled
	fds2xxx


4.3.2 FDS Logout/Shutdown

On occasion it may be necessary to shutdown an FDS to perform a maintenance XE "Maintenance" \r "D2HBMaintenance6"  action such as remove and replace a Printed Circuit Board (PCB), or to end a UNIX session and logoff XE "Logoff"  an FDS.  Under normal operating conditions FDS-1 is operating as the primary and FDS-2 is the backup, and the procedures for shutting down these Servers are slightly different.  To avoid any interruption of service to WINGS users, the user must force a failover XE "Failover" \r "D2HBFailover5"  of the operational software to FDS-2 prior to halting and shutting down FDS-1.  This section contains the following three procedures: 

· Shutdown/Power off FDS-2

· Force a Failover and Shutdown/Power off FDS-1

· Logoff an FDS

To shutdown and power-off FDS-2:

This procedure is used to shutdown and power off FDS 2.  This procedure will also ensure that FDS 1 is the primary FDS prior to the shutdown operation of FDS 2.

1.
Connect the Backup NT Server to FDS-2 using the Maintenance Patch Panel.

2.
At the Windows Desktop on NT Server-2, <Double-Click> the HyperTerminal icon.

3.
<Double-click> the Flight Data Server.ht icon to access the HyperTerminal window.

4.
Within HyperTerminal window, <Press> the Enter key to display the “Console Login:” prompt.

5.
At the “Console Login:” prompt, <Type> the appropriate Username and Password to login to the FDS.  The FDS should respond with the “fds2xxx” prompt (where xxx is equal to the Site ID).

6.
At the “fds2xxx” prompt, <Type> cmviewcl and <Press> the Enter key to display the status on both Servers and the cluster. 

	CLUSTER
	STATUS
	
	
	

	cluster 1
	up
	
	
	

	
	
	
	
	

	NODE
	STATUS
	STATE
	
	

	fds1xxx
	up
	running
	
	

	
	
	
	
	

	PACKAGE
	STATUS
	STATE
	AUTO_RUN
	NODE

	fds_pkg
	up
	running
	enabled
	fds1xxx

	
	
	
	
	

	NODE
	STATUS
	STATE
	
	

	fds2xxx
	up
	running
	
	

	
	
	
	
	

	PACKAGE
	STATUS
	STATE
	AUTO_RUN
	NODE

	tfds_pkg
	up
	running
	disabled
	fds2xxx

	
	
	
	
	


7.
Check the Status Display to ensure that FDS-1 is the primary Server (the Server listed as “enabled” and running the “fds_pkg”).  Also check to ensure that the Node “fds2xxx” has a status of “up”.

NOTE:   Shutting down FDS-2 will render the Training Simulator XE "Training Simulator" \r "D2HBTraining_Sim7" 

 XE "Training Simulation" \r "D2HBTraining_Sim7"  and HP OpenView XE "HP OpenView"  unavailable to users until the system is returned to a fully operational (redundant) state.  All active users within the NT Domain should be warned. 

8.
Prior to powering-down any equipment, send a message to all Workstations warning of the impending FDS shutdown as follows.

a.    On the NT Server, <Select> Start>Programs> Accessories>Command Prompt to open a DOS window.

b.    At the  “C:\>” prompt <Type> net(send(*(“message” (type your message within the “quotes”) and <Press> the Enter key.  <Click> OK within the Acknowledge Message window.

NOTE:  Type the message as you would like it to appear, within the quotes.  The text within quotes will be sent to all AFSS Workstations.  However, if a Workstation is not currently being used, the message will not appear until the next user logs into Windows.

c.    When finished, <Click> the X to close the DOS window, and return to the Windows Desktop.

9.
At the “fds2xxx” prompt, <Type> cmhaltnode(-f(fds2xxx (where xxx equals a valid Site ID) and <Press> the Enter key to halt any software processes XE "Software Processes" \r "D2HBSoftware_Pro7"  running on FDS-2.

10.
At the “fds2xxx” prompt, <Type> cmviewcl and <Press> the Enter key. The system should respond with a display containing the following line:

NODE

STATUS
STATE

fds2xxx

down

halted

CAUTION:  Using the shutdown command commits the user to go all the way to a powered-off state.  Once the system has halted the cmrunnode or the cmruncl commands will not work to restart a node or the cluster, you must power-off the FDS and restart it.

11.
At the “fds2xxx” prompt, <Type> shutdown(-h and <Press> the Enter key to place the HACC in a single-user state and prepare FDS‑2 for power off.  The number of seconds to delay can be specified with the shutdown –h command.  For example, to set a 10 second delay, <Type> shutdown(–h(10.


If the system questions "Do you want to send your own message? ", <Type> n to continue.  The Server being shut down will immediately begin warning all users of the impending shutdown.  When the grace period is complete, the system will display the following:

SYSTEM BEING BROUGHT DOWN NOW ! ! !

Do you want to continue? (You must respond with 'y' or 'n'.).

12.
Upon a y (yes) response, the FDS will perform a graceful shutdown and will display the processes as they are being stopped.  Wait for the following message before powering-down the FDS.

System has halted.

OK to turn off power or reset system.

13.
Upon receiving the above message, <Turn> the Power switch on the Front Panel of FDS-2 to the Off position and perform the required maintenance, as necessary.

To shutdown and power-off FDS-1:

This procedure is used when FDS-1 is operating as primary and FDS-2 is the backup, and requires that the Maintainer force a failover of the operational software to FDS-2 prior to halting and shutting down FDS-1. 

1.
Use the “Accessing an FDS” procedure, to open a window on the Backup NT Server and access FDS-1.

2.
At the “fds1xxx” prompt, <Type> cmviewcl and <Press> the Enter key to display the status on both Servers and the cluster.

	CLUSTER
	STATUS
	
	
	

	cluster 1
	up
	
	
	

	
	
	
	
	

	NODE
	STATUS
	STATE
	
	

	fds1xxx
	up
	running
	
	

	
	
	
	
	

	PACKAGE
	STATUS
	STATE
	AUTO_RUN
	NODE

	fds_pkg
	up
	running
	enabled
	fds1xxx

	
	
	
	
	

	NODE
	STATUS
	STATE
	
	

	fds2xxx
	up
	running
	
	

	
	
	
	
	

	PACKAGE
	STATUS
	STATE
	AUTO_RUN
	NODE

	tfds_pkg
	up
	running
	disabled
	fds2xxx

	
	
	
	
	


3.
Check the Status Display to ensure that FDS-1 is the primary Server (the Server listed as “enabled” and running the “fds_pkg”).  Also check to ensure that the node “fds2xxx” has a status of “up”.

NOTE:  Halting FDS-1 will automatically force the operational Flight Data software to failover and begin running on FDS-2.  This may cause a short delay of service to any active WINGS users but should allow them to continue all user sessions.  However, the Training Simulator will become unavailable to users until the system is returned to a fully operational state.  All active users within the NT Domain should be warned.  

4.
At the “fds1xxx” prompt, <Type> cmhaltnode(-f(fds1xxx (where xxx equals a valid Site ID) and <Press> the Enter key to halt any software processes running on FDS-1 and force the operational software to failover and begin running on FDS-2.

5.
At the “fds1xxx” prompt, <Type> cmviewcl and <Press> the Enter key.  The system should respond with the following display showing that fds1 is halted, fds2 is running and fds2 is running the fds_pkg:

	CLUSTER
	STATUS
	
	
	

	cluster1
	up
	
	
	

	
	
	
	
	

	NODE
	STATUS
	STATE
	
	

	fds1xxx
	down
	halted
	
	

	fds2xxx
	up
	running
	
	

	
	
	
	
	

	PACKAGE
	STATUS
	STATE
	AUTO_RUN
	NODE

	fds_pkg
	up
	running
	enabled
	fds2xxx

	
	
	
	
	

	UNOWNED_PACKAGES
	
	
	
	

	
	
	
	
	

	PACKAGE
	STATUS
	STATE
	AUTO_RUN
	NODE

	tfds_pkg
	down
	halted
	disabled
	unowned

	
	
	
	
	


6.
At the “fds1xxx” prompt, <Type> shutdown XE "Shutdown" \r "D2HBshutdown9" (-h and <Press> the Enter key to place the HACC in a single-user state and prepare FDS‑1 for power off.  The number of seconds to delay can be specified with the shutdown –h command.  For example, to set a 10 second delay, <Type> shutdown(–h(10.


If the system questions "Do you want to send your own message? ", <Type> n to continue.  The Server being shut down will immediately begin warning all users of the impending shutdown.  When the grace period is complete, the system will display the following:

SYSTEM BEING BROUGHT DOWN NOW ! ! !

Do you want to continue? (You must respond with 'y' or 'n'.).

7.
Upon a y (yes) response, the FDS will perform a graceful shutdown and will display the processes as they are being stopped.  Wait for the following message before powering-down the FDS.

System has halted.

OK to turn off power or reset system.

8.
Upon receiving the above message, <Press> the Power Switch on the Front Panel of FDS-1 to the OFF position and perform the required maintenance, XE "Maintenance" \r "D2HBMaintenance9"  as necessary.

To logoff XE "Logoff"  an FDS:

This procedure is used when the user is already logged into an FDS through the Backup NT Server using HyperTerminal.

1.
At the “fdsNxxx” prompt (where N is equal to the Server number and xxx is equal to the Site ID),  <Type> exit and <Press> the Enter key to end the UNIX session. 

	[image: image4.png]



	2.
Once the “Console Login:” prompt is displayed, the user may <Click> the X button to close the Flight Data Server HyperTerminal window.


3.
<Click> Yes in the Confirmation dialog box to log the user off and disconnect from the FDS.  The Backup NT Server should return to the Windows Desktop and be available for normal operations.

4.3.3  XE "FDS Restart" 

 XE "restart FDS" FDS Restart the Cluster

In the event an FDS becomes partially or fully inoperable, it may be necessary to restart the FDS software on a single node (Server) or restart the HACC (cluster) to return it to normal operations.  If experiencing problems with the primary Server or the performance of the HACC in general, the best option is to halt and then restart the entire cluster.  However, if the problems are isolated to the backup FDS (FDS-2), it may be acceptable to halt and restart FDS-2 only, thus causing minimal impact to WINGS users.

To Halt and Restart the Cluster:

This procedure assumes that the user is logged into FDS-2 as root through the Backup NT Server using HyperTerminal.
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WARNING:  Halting the cluster will stop all WINGS Flight Planning functions for this Site until the cmruncl command is executed and the FDS software has time to restart (approximately 3 minutes).  All active WINGS users within the NT Domain should be warned prior to halting the cluster.  

1.
At the “fds1xxx” prompt, <Type> cmhaltcl(-f and <Press> the Enter key to halt the cluster.  This will halt both nodes FDS-1 and FDS-2, and takes approximately 30 seconds to return a prompt.

2.
At the “fds1xxx” prompt, <Type> cmruncl and <Press> the Enter key to start the cluster.  This will restart the entire cluster and will automatically default to FDS-1 as the primary Server.

3.
<Press> the Enter key to display the fds1xxx prompt.  At the “fds1xxx”  prompt, <Type> cmviewcl and <Press> the Enter key to display the status on both Servers and the cluster.

	CLUSTER
	STATUS
	
	
	

	cluster 1
	up
	
	
	

	
	
	
	
	

	NODE
	STATUS
	STATE
	
	

	fds1xxx
	up
	running
	
	

	
	
	
	
	

	PACKAGE
	STATUS
	STATE
	AUTO_RUN
	NODE

	fds_pkg
	up
	running
	enabled
	fds1xxx

	
	
	
	
	

	NODE
	STATUS
	STATE
	
	

	fds2xxx
	up
	running
	
	

	
	
	
	
	

	PACKAGE
	STATUS
	STATE
	AUTO_RUN
	NODE

	tfds_pkg
	up
	running
	disabled
	fds2xxx

	
	
	
	
	


4.
Check the Status Display to ensure that FDS-1 is the primary Server (the Server listed as “enabled” and running the “fds_pkg”).  Also check to ensure that the node “fds2xxx” has a status of “up”.

5.
At the “fds1xxx” prompt, <Type> ps(-usrm and <Press> the Enter key to view the list of software processes XE "Software Processes" \r "D2HBSoftware_Pro12"  running on the FDS as shown in the following example:

	PID
	TTY
	TIME
	COMMAND

	###
	?
	#:##
	srm

	###
	?
	#:##
	dbm

	###
	?
	#:##
	wxu

	###
	?
	#:##
	fds_inetd

	###
	?
	#:##
	upd

	###
	?
	#:##
	w2_dq

	###
	?
	#:##
	sched_server

	###
	?
	#:##
	w2_int

	###
	?
	#:##
	scrman_stats

	###
	?
	#:##
	wmsc_read

	###
	?
	#:##
	gw_int

	###
	?
	#:##
	wx_client

	###
	?
	#:##
	n2_read

	###
	?
	#:##
	gw_dq

	###
	?
	#:##
	fpbackup


6.
Ensure that the 15 software processes are running on the primary FDS.

7.
<Type> Exit and close the HyperTerminal window to resume normal operations. 

To Halt and Restart FDS-2:

Ensure that FDS-1 is operating as primary and that the user is logged into FDS-2 through the Backup NT Server using HyperTerminal prior to running this procedure.

1.
At the “fds2xxx” prompt, <Type> cmviewcl and <Press> the Enter key to display the status on both Servers and the cluster.

2.
Check the Status Display to ensure that FDS-1 is the primary Server (the Server listed as “enabled” and running the “fds_pkg”).  Also check to ensure that the node “fds2xxx” has a status of “up”.

CAUTION:  It is important that FDS-1 is operating as the primary Server, otherwise halting FDS-2 will stop all WINGS flight planning operations.  Also, the Training Simulator XE "Training Simulator" 

 XE "Training Simulation"  and HP OpenView will become unavailable to users until the system is  returned to a fully operational state.  

3.
At the “fds2xxx” prompt, <Type> cmhaltnode(-f(fds2xxx (where xxx equals a valid Site ID) and <Press> the Enter key to halt any software processes running on FDS-2.  This should not affect any active WINGS users.

4.
At the “fds2xxx” prompt, <Type> cmviewcl  and <Press> the Enter key.  The system should respond with a display containing the following line:

NODE

STATUS
STATE

fds2xxx

down

halted

5.
At the “fds2xxx” prompt, <Type> cmrunnode(fds2xxx (where xxx equals a valid Site ID) then <Press> the Enter key to restart FDS-2.  This will restart the operational FDS software on FDS-2.

6.
At the “fds2xxx” prompt, <Type> cmviewcl and <Press> the Enter key to display the status on both Servers and the cluster.

	CLUSTER
	STATUS
	
	
	

	cluster 1
	up
	
	
	

	
	
	
	
	

	NODE
	STATUS
	STATE
	
	

	fds1xxx
	up
	running
	
	

	
	
	
	
	

	PACKAGE
	STATUS
	STATE
	AUTO_RUN
	NODE

	fds_pkg
	up
	running
	enabled
	fds1xxx

	
	
	
	
	

	NODE
	STATUS
	STATE
	
	

	fds2xxx
	up
	running
	
	

	
	
	
	
	

	PACKAGE
	STATUS
	STATE
	AUTO RUN
	NODE

	tfds_pkg
	up
	running
	disabled
	fds2xxx

	
	
	
	
	


7.
Check the Status Display to ensure that FDS-1 is the primary Server (the Server listed as “enabled” and running the “fds_pkg”).  Also check to ensure that the Node “fds2xxx” has a status of “up”.

4.3.4  XE "Failover" \r "D2HBFailover13" Forced Failover

If for any reason it is necessary to shutdown XE "Shutdown"  or reboot FDS-1, the HACC must be failed-over to FDS-2 to avoid an interruption in service to WINGS users.  This procedure assumes that FDS-1 is operating as primary and FDS-2 is the backup, and requires the user to force a failover of the operational software to FDS-2 prior to halting, shutting down or restarting FDS-1.

To Force a Failover to FDS-2:

This procedure assumes that the user is already logged into FDS 1 through the Backup NT Server using HyperTerminal.

1.
At the “fds1xxx” prompt, <Type> cmviewcl and <Press> the Enter key to display the status on both Servers and the cluster.

2.
Check the Status Display to ensure that FDS-1 is the primary Server (the Server listed as “enabled” and running the “fds_pkg”).  Also check to ensure that the node “fds2xxx” has a status of “up” and a state of “running”.

NOTE:  Halting FDS-1 will force the operational Flight Data software to failover and begin running on FDS-2.  This may cause a short delay of service to any active WINGS users but should allow them to continue all user sessions.  However, the Training Simulator XE "Training Simulator" 

 XE "Training Simulation"  will become unavailable to users until the system is returned to a fully operational state.  All active users within the NT Domain should be warned.  

3.
At the “fds1xxx” prompt, <Type> cmhaltnode(-f(fds1xxx (where xxx equals a valid Site ID) and <Press> the Enter key to halt any software processes XE "Software Processes"  running on FDS-1 and force the operational software to failover and begin running on FDS-2.

4.
At the “fds1xxx” prompt, <Type> cmviewcl  and <Press> the Enter key.  The system should respond with the following display:

	CLUSTER
	STATUS
	
	
	

	cluster1
	up
	
	
	

	
	
	
	
	

	NODE
	STATUS
	STATE
	
	

	fds1xxx
	down
	halted
	
	

	fds2xxx
	up
	running
	
	

	
	
	
	
	

	PACKAGE
	STATUS
	STATE
	AUTO _RUN
	NODE

	fds_pkg
	up
	running
	enabled
	fds2xxx

	
	
	
	
	

	UNOWNED_PACKAGES
	
	
	
	

	
	
	
	
	

	PACKAGE
	STATUS
	STATE
	AUTO_RUN
	NODE

	tfds_pkg
	down
	halted
	disabled
	unowned

	
	
	
	
	


5.
Check the Status Display to ensure that FDS-1 is halted and that FDS-2 is the primary Server (the Server listed as “enabled” and running the “fds_pkg”).  

NOTE:  The OASIS System is now operating is a degraded (non-redundant) state 

4.3.5  XE "Switchback" \r "D2HBSwitchback15" FDS Switchback

Once a failover has occurred and a site is operating from FDS-2, it will be necessary at some point to switch back to FDS-1 as the primary Flight Data Server and restore FDS-2 to backup status.  To accomplish this it is necessary to perform the following three functions:

1.
Verify that Failover has occurred and that FDS-2 is currently the primary Server (the node that is running the fds_pkg).

2.
Perform Switchback to FDS-1.

3.
Verify that FDS-1 is now the primary Server (running the fds_pkg) and that FDS-2 is running.

To Switchback to FDS-1 as the Primary Server:

This procedure assumes that the user is already logged into FDS 2 through the Backup NT Server using HyperTerminal.

1.
At the “fds2xxx” prompt, <Type> cmviewcl and <Press> the Enter key to display the status on both Servers and the cluster.

	CLUSTER
	STATUS
	
	
	

	cluster1
	up
	
	
	

	
	
	
	
	

	NODE
	STATUS
	STATE
	
	

	fds1xxx
	down
	halted
	
	

	fds2xxx
	up
	running
	
	

	
	
	
	
	

	PACKAGE
	STATUS
	STATE
	AUTO_RUN
	NODE

	fds_pkg
	up
	running
	enabled
	fds2xxx

	
	
	
	
	

	UNOWNED_PACKAGES
	
	
	
	

	
	
	
	
	

	PACKAGE
	STATUS
	STATE
	AUTO_RUN
	NODE

	tfds_pkg
	down
	halted
	disabled
	unowned

	
	
	
	
	


2.
Check the Status Display to ensure that FDS 2 is running as the primary (the Node running the fds_pkg) regardless of the state of FDS-1.

[image: image6.wmf]WARNING


WARNING:  Halting the cluster will stop all WINGS Flight Planning functions for this Site until the cmruncl command is executed and the FDS software has time to restart (approximately 3 minutes).  All active WINGS users within the NT Domain should be warned prior to halting the cluster.  

3.
If FDS-2 is functioning as the primary, at the “fds2xxx” prompt, <Type> cmhaltcl(-f and <Press> the Enter key to halt the cluster.  This will halt both nodes FDS-1 and FDS-2, and takes approximately 30 seconds to return a prompt.

4.
At the “fds2xxx” prompt, <Type> cmruncl and <Press> the Enter key to start the cluster.  This will restart the entire cluster and will automatically default to FDS-1 as the primary Server.

5.
At the “fds2xxx” prompt, <Type> cmviewcl and <Press> the Enter key to re-check the status of the HACC. 

	CLUSTER
	STATUS
	
	
	

	cluster 1
	up
	
	
	

	
	
	
	
	

	NODE
	STATUS
	STATE
	
	

	fds1xxx
	up
	running
	
	

	
	
	
	
	

	PACKAGE
	STATUS
	STATE
	AUTO_RUN
	NODE

	fds_pkg
	up
	running
	enabled
	fds1xxx

	
	
	
	
	

	NODE
	STATUS
	STATE
	
	

	fds2xxx
	up
	running
	
	

	
	
	
	
	

	PACKAGE
	STATUS
	STATE
	AUTO_RUN
	NODE

	tfds_pkg
	up
	running
	disabled
	fds2xxx

	
	
	
	
	


6.
Check the Status Display to ensure that both Nodes (fds1xxx and fds2xxx) have a status of “up” and a state of “running” and that FDS-1 is the primary FDS (the FDS that is running the fds_pkg).

4.3.6  XE "TESTING" Testing/Verification

Operational Verification XE "Operational Verification" \r "D2HBOperational_17" 
FDS Processes

When operating normally the primary FDS will have 15 software processes running.  These 15 processes can be viewed using the ps(–usrm command, and can generally be used to verify that the primary FDS is healthy and operating normally.  The following table lists the 15 processes and provides a brief description of each.

Table 5-1.  FDS Process Descriptions

	ITEM #
	COMMAND
	DESCRIPTION 

	1
	srm
	The Shared Resource Manager (srm) is the master process of the FDS.  This program is a database manager and a process manager.  It provides a relational-like database functionality for the FDS processes.  It also starts all the main processes that comprise the FDS and monitors their health.  SRM is the process that MC/ServiceGuard monitors to determine the health of the overall FDS system.  The online database maintained by the SRM process contains a large portion of the dynamic data in the FDS system including all flight plans, general facility messages, LE messages, NADIN transmit queues, P-list, I-list, S-list, pilot and user records, etc. 

	2
	dbm
	The DataBase Manager (dbm) server process manages all dynamic weather & NOTAM database transaction requests. This process receives all update requests for the weather database and performs those updates.  It also maintains a recovery log that is used to restore the integrity of the weather database in the event of a system failure/failover.  The database is designed for storage of alphanumeric & graphical weather, NOTAM, ATCCC flow control advisory, special use airspace, and military training route activation products. 

	3
	wxu
	The Wx Update (wxu) process is used to transmit updates to the weather database in the form of TCP/IP broadcast messages.  These updates are intended to allow WINGS to maintain up-to-date copies of data structures, such as the Inbound and Proposed Lists. 

	4
	fds_inetd
	The FDS Internet Daemon (fds_inetd) is designed to listen for incoming TCP/IP connection requests on certain well-known ports and to invoke a specific service for that connection.  This process listens on the specific ports provided for the WINGS and OASIS Training system interfaces, and when an incoming connection is received, the fds_inetd starts the appropriate process to handle that connection.  The fds_inetd process is separate from the UNIX inted process so that the srm process can manage it.  When the srm process is signaled to perform a system shutdown, the srm forwards it to the fds_inted process, which in turn forwards this signal to all the services that it initiated, as well. 

	5
	upd
	The Update (upd) process is used to transmit updates to key FDS data structures in the form of TCP/IP broadcast messages.  These updates are intended to allow the WINGS subsystem to maintain up-to-date copies of data structures, such as the Auto Update List. 

	6
	w2_dq
	This process is an “adaptor” process.  It’s single task is to monitor the WMSCR transmit queue in the database managed by SRM.  Whenever there is a message waiting to be transmitted, this process reads a copy of the message from the database and sends it to the w2_int process over a private socket connection. 

	7
	sched_server
	The Schedule Server (sched_server) process maintains the FDS system schedule.  This schedule implements the transmitting of all outgoing Service B messages at the proper time. 

	8
	w2_int
	This is the WMSCR-over-NADIN-2-Interface (w2_int) process.  This program accepts the incoming connections from WMSCR and handles the task of complying with the WMSCR ICD.  Any messages received from WMSCR by this program are decoded, converted to an internal FDS format, and transmitted onto the WMSCR receive queue.  This process also removes any messages waiting to be transmitted to WMSCR from the WMSCR transmit queue, formats them into the correct structure and sends them to WMSCR. 

	9
	scrman_stats
	This process (scrman_stats) monitors various FDS system statistics, moving values from in-memory counters into statistics files.  It also serves as a sort of watchdog process.  It periodically: scans the system process table for stopped processes, scans the mounted disk systems for file systems that are nearly full, and scans the DUAT statistics for any DUAT sessions that may have gotten stuck. 

	10
	wmsc_read
	The WMSCR Reader (wmsc_read) process is responsible for receiving messages that were placed onto the WMSCR receive queue by the w2_int process.  This process has the task of further breaking down each individual weather product, determining the storage rules for the product, and sending the updates to the weather database manager (dbm).  Any products received from WMSCR that fail to meet certain formatting requirements are placed onto the Weather Data List so that system operators can be alerted to the invalid message and have an opportunity to correct the data. 


	11
	gw_int
	The Gateway Interface (gw_int) process provides the interface between the FDS and the OASIS LAN/WAN Gateway (OWLG).  The OWLG is the interface to NADIN II.  The gw_int process provides for a management interface to OWLG as well as a data interface to support inbound and outbound data traffic.  The gw_int process will accept incoming data connections and will initiate outgoing data connections when there is data to be transmitted.  Any inbound messages received are placed onto the NADIN receive queue. 

	12
	wx_client
	This Weather Client (wx_client) process is only necessary in OASIS systems that includes a DUAT component.  This process connects to the Weather Graphic Server to retrieve the products that are requested by DUAT clients. 

	13
	n2_read
	The NADIN II Reader (n2_read) process is responsible for receiving messages that were placed onto the NADIN receive queue by the gw_int process.  This process has the task of further breaking down each individual message, determining the type of message, and the action required for this message.  Flight data messages, ATCSCC messages, and some assorted other messages are automatically processed to an extent. While Search and Rescue messages, General Facility messages, any unknown messages, or any other message that is improperly formatted are placed onto the Facility Message List so that system operators have an opportunity to respond to the invalid messages or to correct the data. 

	14
	gw_dq
	The Gateway Data Queue (gw_dq) process is an “adaptor” process.  It’s role is to monitor the NADIN transmit queue in the database managed by SRM.  Whenever there is a message waiting to be transmitted, this process reads a copy of the message from the database, determines the correct X.25 addressing for the message, and sends it to the gw_int process over a private socket connection. 

	15
	fpbackup
	The FDSbackup script is a UNIX script that calls various FDS utilities to collect data from the various locations where it is stored.   Anyone with a UNIX account can run FDSbackup.  FDSbackup does not affect the normal operation of the FDS although there is probably an imperceptible impact to system performance.  A system backup only needs to be performed on one FDS since all of the collected data is stored on the shared disk array.


NOTE:  If the 15 software processes are not running on the primary FDS it may be necessary to halt the cluster, shutdown and reboot the suspect FDS, then restart the cluster per the Testing Procedures, below. 

To Verify That the FDS Software Processes XE "Software Processes" \r "D2HBSoftware_Pro17"  Are Running:

This procedure is used when FDS-1 is operating as the primary Flight Data Server,  and requires the user to connect to FDS-1 through the Backup NT Server using the HyperTerminal software.

1.
Connect the Backup NT Server to FDS-1 using the Maintenance XE "Maintenance"  Patch Panel.

2.
At the Windows Desktop on NT Server-1, <Double-Click> the HyperTerminal icon.

3.
<Double-click> the Flight Data Server.ht icon to access the HyperTerminal window.

4.
Within HyperTerminal window, <Press> the Enter key to display the “Console Login:” prompt.

5.
At the “Console Login:” prompt, <Type> the appropriate Username and Password to login to the FDS.  The FDS should respond with the “fds1xxx” prompt (where xxx is equal to the Site ID).

6.
At the “fds1xxx” prompt, <Type> cmviewcl and <Press> the Enter key to display the status on both Servers and the cluster.  The line that begins with “PACKAGE” and ends with “NODE” indicates which Server has the primary software enabled, as shown in the following example: 

	CLUSTER
	STATUS
	
	
	

	cluster 1
	up
	
	
	

	
	
	
	
	

	NODE
	STATUS
	STATE
	
	

	fds1xxx
	up
	running
	
	

	
	
	
	
	

	PACKAGE
	STATUS
	STATE
	AUTO_RUN
	NODE

	fds_pkg
	up
	running
	enabled
	fds1xxx

	
	
	
	
	

	NODE
	STATUS
	STATE
	
	

	fds2xxx
	up
	running
	
	

	
	
	
	
	

	PACKAGE
	STATUS
	STATE
	AUTO_RUN
	NODE

	tfds_pkg
	up
	running
	disabled
	fds2xxx

	
	
	
	
	


7.
Check the Status Display to ensure that FDS-1 is the primary Server (the Server listed as “enabled” and running the “fds_pkg”).  Also check to ensure that the node “fds2xxx” has a status of “up”.

8.
At the “fds1xxx” prompt, <Type> ps(-usrm and <Press> the Enter key to view the list of software processes running on the FDS.  The primary FDS should respond with a list of 15 processes as shown in the following example:

	PID
	TTY
	TIME
	COMMAND

	###
	?
	#:##
	srm

	###
	?
	#:##
	dbm

	###
	?
	#:##
	wxu

	###
	?
	#:##
	fds_inetd

	###
	?
	#:##
	upd

	###
	?
	#:##
	w2_dq

	###
	?
	#:##
	sched_server

	###
	?
	#:##
	w2_int

	###
	?
	#:##
	scrman_stats

	###
	?
	#:##
	wmsc_read

	###
	?
	#:##
	gw_int

	###
	?
	#:##
	wx_client

	###
	?
	#:##
	n2_read

	###
	?
	#:##
	gw_dq

	###
	?
	#:##
	fpbackup


9.
Resume normal operations.

10.
When verifying that NADIN II XE "NADIN II"  is operational, check the list to ensure that “gw_int” appears within the list.

11.
If the 15 software processes are not running on the primary FDS, or if “gw_int” does not appear within the list, it may be necessary to halt the cluster, shutdown XE "Shutdown"  and reboot the suspect FDS, then restart the cluster per the Fault Isolation XE "Fault Isolation"  Section, below. 

Fault Isolation

If an FDS fails the operational verification (does not display the 15 processes), as indicated bad by HP OpenView XE "HP OpenView" \r "D2HBHP_OpenView18"  (red icon), or if the HACC is running in a degraded state (fail-over mode), perform the following actions in an attempt to restore the unit to normal operations:

· If the problems are isolated to the backup FDS (FDS-2), halt and restart FDS-2 only, thus causing minimal impact to WINGS users.

· If experiencing problems with the primary Server or the performance of the HACC in general, the best option is to halt and then restart the entire cluster to return it to normal operations.

· If halting and restarting the cluster does not restore the 15 processes, it will be necessary to halt the cluster and power-down both Servers to reboot the entire system.

NOTE:  The boot process takes approximately five minutes.  During the boot process, maintenance XE "Maintenance"  significant information concerning the system status such as memory status, network connections, and software processes are scrolled to the screen (if logged-in using the Maintenance Position XE "Maintenance Position" ).

· If an FDS fails HP OpenView by displaying a red icon or if a LAN problem is suspected, use the Backup NT Server to ping both FDSs to verify connectivity to the LCN.

· If during the day-to-day operations of the FDS or during a maintenance activity, the Tape Drive fails to function, remove and replace the unit and retry the operation.

· If an Internal Disk Module within the Peripheral Bay displays an amber or a continuous green LED, remove and replace the Internal Disk Drive.

· At the rear panel of the FDS, if either of the two SCSI Controller Cards within the EISA Slots 11 and 12 do not display a green LED, remove and replace the problem DF SCSI-2 Controller Card.

· At the rear panel of the FDS, if the 10/100B-T Ethernet NIC within the EISA Slot -10 does not display a green LED indicating a connection to the LCN, check the cable and the Ethernet Switch. XE "Ethernet Switch"   If the cable and the Ethernet Switch are good, remove and replace the 10/100B-T Ethernet NIC.

4.3.6.1 Clearing the FDS Attention and Fault LEDs:

This procedure is used to clear the FDS’s Attention and Fault LEDs.

1.
At the Maintenance Patch Panel, connect the Backup NT Server (NT-2) to FDS-1 or FDS-2.

2.
<Press> the Ctrl + B keys to display the “Service Processor Login” prompt.

3.
At the “Service Processor Login:” prompt, <Type> the appropriate Username and Password to login.

4.
At the “GSP>” prompt, <Type> sl (Service Log) and <Press> the Enter key.

5.
<Type> E (Error) and <Press> the Enter key.

6.
<Type> N (No default) and <Press> the Enter key.

7.
<Type> Q (Quit) and <Press> the Enter key.

8.
At the “GSP>” prompt, <Type> CO (Console) and <Press> the Enter key.

9.
<Press> the Enter key.

4.3.6.2 Clearing the FDS Auditing File:

NOTE: This procedure does not need to be performed at this time, because the Auditing function is turned off.

This procedure is used to clear the FDS’s Auditing File.

1.
At the Maintenance Patch Panel, connect the Backup NT Server (NT-2) to FDS-1 or FDS-2. 

2.
At the Windows Desktop on NT-2, <Double-Click> the HyperTerminal icon.

3.
<Double-Click> the Flight Data Server.ht icon to access the HyperTerminal window. 

4.
Within the Flight Data Server HyperTerminal window, <Press> the Enter key to display the “Console Login:” prompt.

5.
At the “Console Login:” prompt, <Type> the appropriate Username and Password to login to the FDS.  The FDS should respond with the “fdsNxxx” prompt (where xxx is equal to the Site ID). 

6.
At the “fdsNxxx” prompt, <Type> login(root and <Press> the Enter key.

7.
At the “fdsNxxx” prompt, <Type> cd(/usr/logs/.secure and <Press> the Enter key.

8.
At the “fdsNxxx” prompt, <Type> rm(audfile1(audfile2 and <Press> the Enter key.

9.
At the “fdsNxxx” prompt, <Type> /sbin/rc2.d/S760auditing(stop and <Press> the Enter key.

10.
At the “fdsNxxx” prompt, <Type> touch(audfile1(audfile2 and <Press> the Enter key.
11.
At the “fdsNxxx” prompt, <Type> ls(–al and <Press> the Enter key to view the Audit Files.

12.
Verify that both Audit Files “exist” and have been “zeroed”.

13.
At the “fdsNxxx” prompt, <Type> /sbin/rc2.d/S760auditing(start and <Press> the Enter key.

4.3.6.3  XE "Configuration" Verifying FDS Network Connectivity

IP Address

The OASIS equipment uses common IP addressing.  The first 3 fields of an IP Address represent a Site Identifier (Site ID) and the last field is used to designate a specific piece of site equipment.  The IP Addresses XE "IP Addresses"  for the Flight Data Servers and FDS software are designated as follows:

· Primary FDS  -  xxx.xxx.xx.2, where the x’s represents the Site ID.

· Secondary FDS  -  xxx.xxx.xx.3, where the x’s represents the Site ID.

· FDS Software  -  xxx.xxx.xx.10, where the x’s represents the Site ID.

NOTE:  The operational FDS software also contains an assigned IP address.  This IP address typically resides on the Primary FDS (FDS-1). However, if a failover XE "Failover"  occurs, the IP address will follow the operational FDS software to the Backup Server (FDS-2).

To Check the IP Address of the Flight Data Servers:

1.
Login to the NT-2 (Backup NT Server), to verify that the IP Address is set correctly and the FDS is communicating via the network.

2.
Using the Start button, <Select> Start>Programs>Accessories>Command Prompt to open a DOS Window.

3.
At the  “C:\>” prompt, <Type> ping(xxx.xxx.xx.x where the x’s represent the IP Address for the FDS under test.

The system should reply a number of times with the correct IP Address.  If the system responds with a “timeout”, recheck the IP Address and the Network connections.
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