Appendix D.  Operational Concern and Informational Alerts

D. 1 Overview

The Alerts List presents important messages regarding the state of the OASIS system.  

D. 2 Alerts List Messages

The following table describes the messages most commonly seen on the Alerts List.

Table D‑1  Alerts List Messages

	Alert Message
	Description

	Can't ACTIVATE FPLAN ### - xmit returned xxx. File manually.
	An error occurred while formatting or transmitting a flight plan activation (departure) message.

 Call Harris Help Desk

	Can't transmit fp ### - xmit_FPLAN returned xxx. File manually.
	An error occurred while formatting or transmitting a proposed flight plan message.

 Call Harris Help Desk

	FDS Beginning Immediate Shutdown
	The Flight Data Server has begun an expedited system shutdown.

 Call Harris Help Desk

	FDS Beginning Shutdown
	The Flight Data Server has begun a normal system shutdown.

	Flight plan integrity check: ## errors, ## warnings, ## informational messages.
	The flight plan integrity check, which is performed during Flight Data Server startup, has completed and is reporting any errors or warnings found.

	Oldest DAICC data not recorded.  Contact Harris Help Desk.
	The number of messages backlogged for transmission to DAICC exceeded the amount of available storage (currently 10,000 items).  The oldest backlogged message has been deleted.

 Call Harris Help Desk

	Prescheduled fp <ACID> not added - error ###.
	A flight plan proposal could not be created from a prestored flight plan.  An unknown error occurred.

 Call Harris Help Desk

	Prestored fp <ACID> not added - duplicate exists.
	A flight plan proposal could not be created from a prestored flight plan.  A duplicate flight plan already exists.

	Prestored fp <ACID> not added - requires closure points.
	A flight plan proposal could not be created from a prestored flight plan.  The prestored flight plan requires Closure Points, but does not contain any Closure Points, and the system is unable to automatically address them.

	Prestored fp <ACID> not added - requires IFR output routing.
	An IFR flight plan proposal could not be created from a prestored flight plan.  The prestored flight plan does not contain an IFR Output Routing and the system is unable to automatically address it.

	Prestored fp <ACID> not added - requires VFR output routing.
	A VFR flight plan proposal could not be created from a prestored flight plan.  The prestored flight plan does not contain a VFR Output Routing and the system is unable to automatically address it.

	Rejecting redirected Wan->Lan connection request from <X.121 address>, intended for <X.121 address>.
	A Service B connection request that was intended for another site and redirected by the NADIN network has been received and rejected because the local site is not currently accepting redirected calls.

	Rejecting redirected WMSCR connection request from <X.121 address>, intended for <X.121 address>.
	A WMSCR connection request that was intended for another site and redirected by the NADIN network has been received and rejected.

	Unable to close current WMSCR connection.
	In a WMSCR double call scenario, the existing WMSCR connection thread could not be terminated.

	Unable to record DAICC_ITEM.  Contact Harris Help Desk.
	A message to DAICC could not be queued for transmission.

 Call Harris Help Desk

	Unable to retrieve WAN Status from the EICON card.
	The OWLG software was unable to retrieve physical, link, and packet status from the Eicon card.

 Call Harris Help Desk

	Unauthorized login attempt by <user>.
	A locked out user attempted to log in.

	User <user> has been locked.
	A user has been locked out after making too many unsuccessful attempts to log in.  The number of unsuccessful login attempts that can occur before a user is locked out is controlled by the FDSLOGS facility parameter.

	WMSCR Double Call.  Rejecting second WMSCR connection request from <X.121 address> and closing current WMSCR connection <X.121 address>.
	A WMSCR connection was already established, and a second WMSCR connection was requested.  Both connections are closed.

	WMSCR output queue msgsnd error
	A critical error has occurred in WMSCR message processing and one or more WMSCR messages were lost. 

 Call Harris Help Desk

	WMSCR_INT: Can't create socket for <service>.
	An attempt to originate a connection to WMSCR failed.  This message should never appear in OASIS.

 Call Harris Help Desk

	WMSCR_INT: Can't setup Request Socket.
	The Flight Data Server failed to set up a socket connection to WMSCR.

 Call Harris Help Desk

	WMSCR_INT: Close Connection [Bad State]
	The WMSCR interface processing on the Flight Data Server has entered an invalid state.

 Call Harris Help Desk

	WMSCR_INT: Closing Connection [ Gateway Down ]
	The Flight Data Server determined that the OWLG program has closed and the Flight Data Server has closed its connection to WMSCR.  When the OWLG program returns to service, a new connection will be established.

	WMSCR_INT: interface failure to submit entire product block!
	A critical error has occurred in WMSCR message processing and a portion of a WMSCR message was lost.

 Call Harris Help Desk

	WMSCR_INT: Invalid message type.
	The Flight Data Server has received an invalid message from OWLG.

 Call Harris Help Desk

	WMSCR_INT: Message block is ### bytes. Maximum ###
	The Flight Data Server has received a message from WMSCR that exceeds the maximum allowable size.  The first number indicates how long the message was.  The second number indicates the maximum size that can be handled.  The remainder of the message was truncated. 

	WMSCR_INT: Product block has invalid delimiters.
	A message from WMSCR began with an incorrect character.

	WMSCR_INT: Selecting Gateway <NT-1 or NT-2>
	The Flight Data Server has determined that either NT-1 or NT-2 has become the primary gateway and will receive WMSCR connections from that gateway.

	FDC #/#### FDC : FDC NOTAM not found.
	A NOTAM from the listing of published FDC NOTAMs was not found in the database.

	Unable to copy fdspub.txt from WGS.
	The Flight Data Server could not retrieve the listing of published FDC NOTAMs from the Weather Graphics Server.  

Call Harris Help Desk.

	Both FIRE interfaces are not responding.
	The FIRE software on NT-1 and NT-2 are not responding to the Flight Data Server.  Flight data will not be backed up.

 Call Harris Help Desk


	read_LE: unable to add all of the LE messages
	An error occurred while processing an LE Summary message.  The contents of the LE List may not be complete.  

 Call Harris Help Desk

	Unable to completely process the LE summary (fork)
	An error occurred while processing an LE Summary message.  The contents of the LE List may not be complete.  

 Call Harris Help Desk

	Unable to completely process the LE summary, unable to update
	An error occurred while processing an LE Summary message.  The contents of the LE List may not be complete.  

 Call Harris Help Desk

	[DBM] Creating new directory
	Occurs when DBM is initializing the locations where the weather data will be stored.

Directories and subdirectories are created and placed in a shared memory segment.

	[DBM] Rebuilding bitmap
	When the shared memory segment is initialized, the DBM process outputs this message prior to generating the subdirectory and data bitmaps from the directories.

	[DBM] Ready
	Loading the weather database into shared memory is completed.

	[DBM] Quitting
	DBM performs clean up.  Notifies all registered processes that it is exiting and exits.

	[DBM] DATABASE IS MOUNTED. STARTING RECOVERY
	The weather database was not shutdown cleanly.  This is detected when the weather database on the FDS starts up (either due to a system start or an automatic restart of the database).  Informational message indicates that the weather database will be recovering from either the primary or backup database.  (see next messages)

	[DBM] USING PRIMARY DATABASE
	When starting up, the weather database determined that the primary snapshot was the most recent database snapshot.  (Database snapshots occur at 20 minutes and 50 minutes after the hour.   One snapshot is called primary and the other backup).

	[DBM] USING BACKUP DATABASE
	When starting up, the weather database determined that the backup snapshot was the most recent database snapshot.

	[DBM] Initializing NOTAM FACILITY and bitmap
	The weather database manager process is creating a table of affected locations for all NOTAM data in the dynamic weather data base.  Creates the NOTAM facility file and the associated bitmap.

	[DBM] Rebuilding NOTAM FACILITY and bitmap
	Completed creation of the NOTAM facility file and the associated bitmap.

	[DBM] Bad rbld_phase in rebuild_fac!
	Error with rebuilding the NOTAM facility.

 Call Harris Help Desk

	[DBM] Checking new directories
	DBM detects when a new database update occurs.  DBM checks if NOTAM facilities are the correct directories.

	[DBM] Can't allocate directory bitmap!
	DBM checking NOTAM facilities when a new database update occurs.  DBM unable to allocate a bitmap associated with the directory.

 Call Harris Help Desk

	[DBM] Checking NOTAM FACILITY locations
	Verifying that NOTAMs are stored in the proper locations. Recomputes the affected facility location for NOTAMs.

	[DBM] Bad chk_phase in check_fac!
	Error occurred when checking facilities.  Invalid check phase occurred.  

Set up check facility.  Unable to perform one of the checks: open static database, set the wxnum directory slots, check the facility locations.

 Call Harris Help Desk

	[DBM] NOTAM FACILITY bitmap has # bits 
	Set Number of NOTAM locations.

	[DBM] Message <#> not implemented in DBM!
	Recover or Event Reconstruction Weather Update message received by DBM are not handled.

	[DBM] fac_flush: Error <#> from send_ipc_answer pid=<#>!
	Error attempting to write the NOTAM facility changes to registered DBM pipes.

 Call Harris Help Desk

	[DBM] Unknown action <#> in AUTOWX request!
	An internal software error occurred.

 Call Harris Help Desk

	[DBM] All directories selected in AUTOWX enable request!
	An internal software error occurred.

 Call Harris Help Desk

	 [DBM] Autowx request directory <#> is out of range!
	An internal software error occurred.

 Call Harris Help Desk

	 [DBM] Invalid NOTAM cleanup request! wxnum <#> directory <#> xmittime <#>
	NO_cleanup goes thru the wx database and looks for any NOTAM that it did not receive expected updates for.  This error occurs when an invalid directory is specified.  

 Call Harris Help Desk

	[DBM] Registered pid <#> for <host> no longer exists!
	An internal software error occurred.
 Call Harris Help Desk

	[NADIN_RD] Receiving messages from NADIN II
	A new message has been received via NADIN after not receiving messages for too long of a time period.

	[NADIN_RD] Can't open pipes! Error <error value>
	An internal software error occurred.

 Call Harris Help Desk

	[NADIN_RD] fork() returned <error value>
	An internal software error occurred.

 Call Harris Help Desk

	[NADIN_RD] Exiting due to signal <signal number>
	An internal software error occurred.

 Call Harris Help Desk

	[NADIN_RD] No messages received from NADIN II for <#> minutes.
	Warning that the NADIN interface seems to be inactive.  Check the Interface Status List to see if the interfaces are functioning properly.

	[NADIN_RD] Online
	Indicates the program has started up.  Usually not seen because Wings clients are not yet connected to the FDS when this message is broadcast.

	[NADIN_RD] Unable to read the param for <param name>
	The program was unable to read the facility parameter named.  The possible parameters are: PFPDI, SUAX, SUADELAY, INBOVERT, DB56.

 Call Harris Help Desk

	[NADIN_RD] Unable to open the update files!
	The program was unable to access the 56-day database.  Incoming NADIN messages cannot be processed unless the database can be accessed. Make sure that the correct DB56 parameter is set in the facility parameters.  Note that using the “update_db” tool is the supported method to set the DB56 parameter.

 Call Harris Help Desk

	[NADIN_RD] Can't open nadin receive file
	The program is unable to open a critical file resource.

 Call Harris Help Desk

	[SRM] Shutting Down (GotKillSig).
	The FDS is shutting down.

	[SRM] SIGABRT!
	The main FDS database server process received an unexpected ABORT signal.  The FDS server will probably failover to the backup server.

 Call Harris Help Desk

	[SRM] Starting to Build <record> BTREE <#>
	The database is rebuilding an index on the specified record.

	[SRM] Done building BTREE # for <record>. <#> dupes.
	The database is done rebuilding the index on this record.  If there were any “dupes” these records are unable to be retrieved via the index.

	[SRM] Error <#> building BTREE <#> for <record>. <#> dupes so far.
	An error occurred while the database was rebuilding the index on this record.  The number of duplicates (dupes) found up to this point is specified.

 Call Harris Help Desk

	[SRM] Enqueued request to Build <record> BTREE <#>
	The database enqueued a request to build the specified B-tree index for the specified record.

	[SRM] Called srm_bldhash(PROC_HASH) with no bht_list!
	The database was requested to build a hash table, but an internal structure was not setup correctly.  The hash table will not be built.

 Call Harris Help Desk

	[SRM] Starting to <check/rebuild> <record name> HASH table.
	The database is about to start checking or rebuilding the hash table for this record.

	[SRM] Done CHK_HASH_PHASE1 on <record>.  <#> conflicts found.
	The database has completed the first phase of checking the hash table for this record.  The conflicts indicate the number of records that had duplicate keyfields (the value should be 0).

	[SRM] Done CHK_HASH_PHASE2 on <record>. <#> hash items modified. 
	The database has completed the second phase of checking the hash table for this record.  The number indicates items that were updated in this phase.

	[SRM] Done CHK_HASH_PHASE3 on <record>. <#> records added.
	The database has completed the third phase of checking the hash table for this record.  The number indicates how many records were added to the index.  (These are records that existed in the database, but weren’t included in the hash table index.)

	[SRM] Done CHK_HASH_PHASE4 on <record>.  <#> changes.
	The database has completed the last phase of checking the hash table index for this record.  The number reported indicates the number of duplicates that were removed.

	[SRM] Called srm_bldhash(DEL_HASH, NULL!)!
	The database was ending the process of rebuilding a hash table and was removing this task from its work queue.  However, it didn’t find the item to remove.  This may indicate an error in the internal programming, but does not lead to any integrity problems with the database.

	[SRM] Called srm_bldhash(DEL_HASH), but no matching rec!
	The database was ending the process of rebuilding a hash table for a record, but it couldn’t find a task in its work queue for this record.  This does not lead to any integrity problems with the database.

	[SRM] Called srm_bldhash(ADD_HASH, <record>), Rec already in list!
	The database received a request to rebuild the hash table index for this record while it was already rebuilding the hash table for this record.  The redundant request is ignored.

	[SRM] Enqueued request to build <record> HASH Table.
	The database is preparing to build the hash table index for the specified database record.

	[SRM] Called srm_bldhash(CHK_HASH, <record>), Rec already in list!
	The database received a request to check the hash table index for this record while it was already checking the hash table for this record.  The redundant request is ignored. 

	[SRM] Enqueued request to Check <record> HASH Table.
	The database enqueued a request to check the hash table index for this record.

	[SRM] PHASE 2 done <#> buckets.
	If debug option enabled, this message is displayed when phase 2 of the hash table check is completed. (The debug option will not be enabled in OASIS installations.)

	[SRM] Re-add DUPES <#>, ERRORS <#>, OK <#>.
	If debug option is enabled, this message is reported just prior to the end of phase 2 of the hash table check.

	[SRM] Not Exist <#>, Wrong Bucket <#>.
	If debug option is enabled, this message is reported just prior to the end of phase 2 of the hash table check.

	[SRM] Dupes in right bucket <#>, Number OK <#>.
	If debug option is enabled, this message is reported just prior to the end of phase 2 of the hash table check.

	[SRM] Found <#> conflicts, Not found conflicts = <#>.
	If debug option is enabled, this message is reported just prior to the end of phase 4 of the hash table check.

	[SRM] PHASE 4 done <#> buckets.
	If debug option is enabled, this message is reported just prior to the end of phase 4 of the hash table check.

	[SRM] Done building HASH TABLE for <record>
	The database has completed rebuilding the hash table for this record.

	[SRM] Exiting due to startup error (can't open IPC queues).
	The database is unable to open its communications channels with the rest of the FDS system!

 Call Harris Help Desk

	[SRM] Done all database repair actions.
	Completed fixing the database.

	[SRM] Can't get SCHEDULER In Queue key!
	The database was unable to set up communications with the FDS Scheduler process. (Couldn’t get the queue identifier.)

 Call Harris Help Desk

	[SRM] Can't get SCH In queue!
	The database was unable to set up communications with the FDS Scheduler process. (Couldn’t open the queue.)

 Call Harris Help Desk

	[SRM] Exiting due to database inquiry error.
	The database process was unable to query the database schema files.

 Call Harris Help Desk

	[SRM] Due to # errors, SRM is exiting.
	The database process encountered fatal errors while starting up and initializing access to the database.

 Call Harris Help Desk

	[SRM] Bad dbmodify() action #!
	The database process received an unknown request to modify the FDS database.

 Call Harris Help Desk

	[SRM] Starting to Convert <record name> SCHEMA.
	Starting to modify a record’s definition.

	[SRM] Done converting <record name> SCHEMA.
	Done converting the specified record’s definition.

	[SRM] Error # converting <x> record <y>
	Error converting a record’s definition.

 Call Harris Help Desk

	[SRM] srm_modrecord(DEL_MODREC, <x>, #), returned #!
	Error deleting a record definition.

	[SRM] Called srm_modrecord(ADD_MODREC, <x>,  #), Rec already in list!
	Error attempting to add a record that already exists in the database.

 Call Harris Help Desk

	[SRM] Failed to open/create new data segment to convert <record name> record.
	Unable to open or create a data storage segment in the database volume for the specified record.

 Call Harris Help Desk

	[SRM] Enqueued request to Convert <record> schema.
	The database process enqueued a request to convert a record’s definition.

	[SRM] Error # opening <filename> dbd schema! <record>
	The database schema file could not be opened.

 Call Harris Help Desk

	[SRM] Output Queue is full (packet <x> bytes)
	The database process couldn’t return a message to another process because the system is out of internal communications buffers. The return message was lost.

 Call Harris Help Desk

	[SRM] [localhost] No Low Transactions Found!
	No transactions found for this host.  SRM will abort.  This debug message indicates the database detected a protocol error when processing database requests.

 Call Harris Help Desk

	[SRM] [localhost] Shutting down due to previous error.
	SRM is aborting because no transactions found for this host.

 Call Harris Help Desk

	[SRM] <process name>(pid #) No longer running.
	An FDS program has stopped running.

 Call Harris Help Desk

	[SRM] <name> was restarted by the system
	An FDS program was restarted automatically by the database system.

 Call Harris Help Desk

	[SRM] <process name> could not be restarted!
	An FDS program could not be restarted by the database system.

 Call Harris Help Desk

	[SRM] <process name> found dead after only <# > seconds! 
	An FDS program that was just started has exited immediately after starting up.  In order to avoid a race condition, the database process does not try to restart it immediately.

 Call Harris Help Desk

	[SRM] Critical Process <process name> died. FDS will shutdown!
	A critical FDS program has exited unexpectedly.  The FDS system can not operate correctly without this critical process, therefore the system will automatically shutdown.  This may cause a failover to the backup FDS server.

 Call Harris Help Desk

	[SRM] Checking PIDs..
	A debug message (if debug is enabled), indicating that the database process is scanning all the FDS programs that it started to make sure they are running correctly.  Normally not displayed in OASIS. 

	[SRM] Program <program name>  pid <#> being cleared.
	The pid for this child process is no longer running.

	[SRM] Done checking PIDs,  # were updated.
	SRM updated all of its child pids.

	[SRM] Couldn't run <program name>! Error = <#>
	Unable to start the specified srm child process.

 Call Harris Help Desk

	[SRM] Error <#> starting <program name>!
	Unable to start the specified FDS program.

 Call Harris Help Desk

	[SRM] Can't start <command line>  errno=<#>!
	Unable to start an FDS program.

 Call Harris Help Desk

	[SRM] <srm child process> (pid <#>) stopped by user command.
	A user manually stopped the srm child process.

 Call Harris Help Desk

	[SRM] <srm child process> (pid <#>) Could not be restarted!
	Unable to restart the srm child process.

 Call Harris Help Desk

	[SRM] <srm child process> (new pid <#>) was restarted.
	The srm child process successfully restarted.

 Call Harris Help Desk

	[SRM] <srm child process> (pid <#>) killed by signal <#>.
	The srm child process abnormally exited by a signal.

 Call Harris Help Desk

	[SRM] <srm child process > (pid <#>) <name>, but was restarted by the system.
	SRM child process exited but srm restarted the child process automatically.

	[SRM] <srm child process> (pid <#>)  <name> and could not be restarted!
	SRM child process exited and the database could not restart the child process automatically.

 Call Harris Help Desk

	[SRM] (pid <#>) <program name> after only <#> seconds! (not restarted)
	SRM child process exited after x seconds.

 Call Harris Help Desk

	[SRM] <child process name> (pid <#>) No longer running.
	SRM child process not running.

 Call Harris Help Desk

	[SRM] No Disk Space to Extend <record> <segment type> segment(<#>)
	The database was unable to allocate more disk space for the specified record’s segment.

 Call Harris Help Desk

	[SRM] FreeDiskBM Conflict SEGMENT POINTERS!
	The database detected an internal integrity problem (Segment pointer conflicts).

 Call Harris Help Desk

	[SRM] FreeDiskBM Conflict SEGMENT HDR <#>!
	The database detected an internal integrity problem (Segment header conflicts).

 Call Harris Help Desk

	[SRM] FreeDiskBM Conflict SEGMENT <#>, CHUNK <#>!
	The database detected an internal integrity problem (Segment memory conflict).

 Call Harris Help Desk

	[SRM] <#> of  <#> BITS AVAILABLE in Free Bitmap.
	A startup message from the database which indicates how many “blocks” of storage are left in the database volume.  The number of available blocks should not be a small value.

	[SRM] Unable to open/create <name>! errno=<#> 
	The database was unable to open the history logs for a DUAT transaction (the “daily file”).

 Call Harris Help Desk

	SRM] DLYFILE  <name> opened. size=<#>
	Daily file is opened.

	[SRM] Invalid FP Cnt <#> Trans@HH:MM:SS
	A DUAT transaction attempted to process too many flight plans in one transaction.  A maximum of 128 flight plans are allowed in one transaction.

 Call Harris Help Desk

	[SRM] t_offset=<#>, t_count=<#>, fpcnt=<#>
	If debug option enabled, displays information about DUAT transactions.

	[SRM] DUAT Slot <#>. <#>had <#> Blocks!
	Maximum amout of history log data allowed for a DUAT transaction has been exceeded.  The DUAT transaction was stopped.

	[SRM] DUAT Slot <#>. <#> had invalid TREVNT <#>!
	One of the DUAT connections had an invalid history log item. 

 Call Harris Help Desk

	[SRM] Can't write/flush DLY.xxxx on <hostname>!
	The database was unable to write to the DUAT history log file.

 Call Harris Help Desk

	[SRM] Error writing to Daily Trans File!
	The database was unable to write to the DUAT history log file.

 Call Harris Help Desk

	[SRC] (SIGCLD) Pid <#> died from signal <#>!
	Call Harris Help Desk to request the DUAT transaction (rduatd) to be closed.  

 Call Harris Help Desk

	[SRC] (SIGCLD) Pid is STOPPED by signal <#>!
	Specifies the signal that stopped the rduatd process.  

	[SRC] Can’t allocate a pty!
	The HP operating system had no more “pseudo tty” resources available.  A DUAT connection was denied because of this lack of resources.

 Call Harris Help Desk

	[SRC] Can’t get memory for buffer!
	A DUAT connection was unable to allocate enough memory for the connection.  The connection was denied due to lack of system resources.

 Call Harris Help Desk

	[SRC]  Can’t get memory for Socket buffers!
	A DUAT connection was unable to allocate enough memory for the connection.  The connection was denied due to lack of system resources.

 Call Harris Help Desk

	[SRC ] Can’t get memory for Ptty buffers!
	A DUAT connection was unable to allocate enough memory for the connection.  The connection was denied due to lack of system resources.

 Call Harris Help Desk

	[SRC ] Quitting due to EBADF from select (DUAT pid was <#>)
	A DUAT connection had an unexpected error while waiting to receive data.  The DUAT connection was dropped (the transaction was aborted).

 Call Harris Help Desk

	[SRC] DUAT + slot # Transaction <#> terminated by signal <#>!
	A DUAT connection is known as a slot.  The DUAT connection terminated from a signal.  

 Call Harris Help Desk

	[SCRMAN_STAT] DUAT <#> unreasonable number of calls <#>
	An error occurred such as floating signals on line or a bad modem. 

Error not likely to occur now.  Occurred prior to DUAT.  

 Call Harris Help Desk

	[SCRMAN_STAT] DUAT <x> stuck this hour.
	An internal  DUAT error occurred.

 Call Harris Help Desk

	[SCRMAN_STAT] DUAT <x> <error/ttyfail>
	Error in slot.  tty failed.

 Call Harris Help Desk

	[SCRMAN_STAT] DUAT <x> trans <y>online over <z> minutes
	Message appears first at 20 minutes.  DUAT transaction is hung.  Operator Action:Check if pid of this DUAT process still exists. 


Issue a HUP or SIGTERM to this duat’s pid numberIf the HUP or SIGTERM does not work, issue a KILL signal to this pid and execute a close trans

 Call Harris Help Desk

	[SCRMAN_STAT] DUAT <x> bad unknown status <y>
	The DUAT port is in an unknown status.  

 Call Harris Help Desk

	[SCRMAN_STAT]  PID # <STOPPED/RUNNING>  (<program offset>)
	Lists the process by pid number when it is running or if it stopped.  When the process is stopped, call Harris Help Desk.

 Call Harris Help Desk

	[SCRMAN_STAT] Warning: <x> free blocks down to <y>!
	When the amount of disk space is low, a warning is issued.

 Call Harris Help Desk

	[SCRMAN_STAT] Warning: <x> free file entries down to <y>!
	When the number of available file entries is low, a warning is issued.

 Call Harris Help Desk

	[SCRMAN_STAT] Check SCHEDULE time off by <x> DAYS and HH:MM:SS
	Occurs when items on schedule are not being processed.

Restart schedule program.  If still an error, could be a nadin error.

 Call Harris Help Desk

	[SCRMAN_STAT] Check SCHEDULE time off by HH:MM:SS
	Occurs when items on schedule are not being processed.

Restart schedule program.  If still an error, could be a nadin error.

 Call Harris Help Desk

	[SCRMAN_STAT]  rduatd dies from signal #
	Process died.

 Call Harris Help Desk

	[SCRMAN_STAT] Number of flight plans filed within a single transaction
	This message occurs when a DUAT user is potentially abusing the system by filing too many flight plans.  A user could flood the system with too many flight plans.

 Call Harris Help Desk

	[SCRMAN_STAT]  DPS: Receiving data
	Expanded weather products received.

	[NADIN_DQ] NADIN_DQ connection closed to NADININT process with errno <error value>
	Unable to send messages over NADIN

 Call Harris Help Desk

	[NADIN_DQ] NADIN_DQ connection closed to NADININT process because system out of buffers
	Out of buffers.  

 Call Harris Help Desk

	[SRC] No cleanup due to argument error.
	The FDS system scrubber (er_cleanup) failed to execute because of an invalid command line argument.

 Call Harris Help Desk

	[SRC] Trans <x> trflush: dbreq() ret=<y> host <I> slot <k>
	Reconstruction attempted and the transaction information is corrupted.

 Call Harris Help Desk

	[SRC] DUAT Transaction <x>Couldn't read <y>INTSTAT! (err <z>)
	Unable to read the INTSTAT database record.  

 Call Harris Help Desk

	 [SRC] Error <x> from getc (errno=<y>)!
	Unable to read data.

 Call Harris Help Desk

	 [SRC] Can't malloc <x>  bytes for AC_PERF_DATA!
	Memory problem.

 Call Harris Help Desk

	 [SRC] Can't malloc <x> bytes for FLTLOG
	Memory problem.

 Call Harris Help Desk

	 [SRC] Save USER <user number> got SRM Error <error value>  Transaction <transaction number>
	Unable to save the USER record in the database.  

 Call Harris Help Desk

	[SRC] Save PROFILE <profile number> got SRM Error <error value>
	Unable to save the PROFILE record in the database.

 Call Harris Help Desk

	 [SRC] ReRead PROFILE <profile number> got SRM Error <error value>
	Unable to read the PROFILE record in the database.

 Call Harris Help Desk

	 [SRC] Save TRANS <transaction number> Error <error value>. off=<transaction offset> cnt=<transaction count>
	Unable to read the TRANS record in the database.

 Call Harris Help Desk

	[SRC]Can't ADDREC <name> Billing Record! Trans <transaction number> Err <error value>
	Unable to add a Billing record in the database.

 Call Harris Help Desk

	 [SRC] Can't MOVE %-3.3s Billing <name>! Trans <transaction number> Err <error value> 
	Unable to move a Billing.  

 Call Harris Help Desk

	[SRC] Unable to transmit a LCM message that user logged out.
	Unable to transmit a Law Enforcement Contact message to DAICC when a DUAT user logs out.

 Call Harris Help Desk

	 [SRC] Can't check_sar trans <x>: fork error <#> pid=<y!>
	When a DUAT transaction is reconstructed, the check sar utilty is executed.

Reconstruct could not execute the check_sar utility.

 Call Harris Help Desk


The following group of restart errors (which have the notation [restart] in the description) may occur when the database process (SRM) is attempting to restart. If any of these error occurs, the database process will abort the restart attempt and continue to run.  This means that the database will still be up and operational for FDS processing.  However, if the database was supposed to restart to install or activate a new version of software, the new version did not get activated.  In general, for all of these restart errors, the Harris Help Desk should be contacted to see why the database process was being restarted and why it may have failed.

Table D‑2  Restart Errors

	Alert Message
	Description

	[SRM] Error saving current locks for restart!
	[restart] The database was unable to save all database locks into a file prior to restarting itself.

 Call Harris Help Desk

	[SRM] Can't open <file path>!  Not restarting!
	[restart] The database process’ program file is unreadable; therefore the restart was aborted.

 Call Harris Help Desk

	[SRM] Can't write RESTART DATA!  Not restarting!
	[restart] The database process couldn’t write temporary data to the disk; therefore the restart was aborted.

 Call Harris Help Desk

	[SRM] Can't write SRM_TID!  Not restarting!
	[restart] The database process couldn’t write temporary data to the disk; therefore the restart was aborted.

 Call Harris Help Desk

	[SRM] Can't write SRM_HDR!  Not restarting
	[restart] The database process couldn’t write temporary data to the disk; therefore the restart was aborted.

 Call Harris Help Desk

	[SRM] RESTART FAILED! System error #! Continuing with old SRM.
	[restart] The database process received an operating system error when attempting to restart; therefore the restart was aborted.

 Call Harris Help Desk

	[SRM] Can't read restart information file '<filename>'!
	[post-restart] The database process was unable to reread the temporary data stored prior to restarting.  Not able to restart srm.

 Call Harris Help Desk
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